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## 1. Introduction

We consider the boundary value problem (L) of the form

$$
\begin{aligned}
-y^{\prime \prime}+q(x) y & =\lambda^{2} \rho(x) y, 0<x<\pi \\
y^{\prime}(0)-h y(0) & =0, y^{\prime}(\pi)+h_{1} y(\pi)=0
\end{aligned}
$$

where $q(x)$ is a real valued function in $L_{2}(0, \pi), \lambda$ is the spectral parameter, $h, h_{1}$ are real numbers, and $\rho(x)$ is the following piecewise-constant function with discontinuity at a point $a \in(0, \pi)$ :

$$
\rho(x)=\left\{\begin{array}{c}
1, \quad 0 \leq x \leq a \\
\alpha^{2}, a \leq x \leq \pi
\end{array}, \quad 0<\alpha \neq 1 .\right.
$$

The goal of this article is to determine the potential $q(x)$ and the boundary constants $h, h_{1}$ by the spectral characteristics of the problem (L). Problems of this type are called inverse spectral problems. Inverse problems of spectral analysis consist in the recovery of operators from their spectral characteristics. The theory of inverse problems for differential operators occupies an important position in the current developments of the spectral theory of linear operators. The already existing literature on the theory of inverse problems of spectral analysis is abundant. The most comprehensive account of the current state of this theory and its applications

[^0]can be found in the monographs of Marchenko, Levitan, Beals-Deift-Tomei and Yurko(see [15, 20, 21, 25-27,31, 38, 42] and the references therein).

Boundary value problems for the Sturm-Liouville equation with discontinuous leading coefficients arise in geophysics, electromagnetics, elasticity and other fields of engineering and physics; for example, modelling toroidal vibrations and free vibrations of the earth, reconstructing the discontinuous material properties of a nonabsorbing media, as a rule leads to direct and inverse problems for the SturmLiouville equation with discontinuous coefficients (see [7,18, 22, 23, 39, 40]).

The presence of discontinuities generates important qualitative modifications in the investigation of the boundary value problems. Direct and inverse problems for discontinuous Sturm-Liouville boundary-value problems in various formulations have been studied in $[3,4,8,10,11,14,19,32,33,39,41,43,44]$ and other works. The discontinuous inverse scattering problem for the equation of type $L$ on the half line $[0,+\infty)$ was investigated in $[13,16]$. In these papers, the inverse problem on the half-line $[0,+\infty)$ has been reduced two inverse problems on the intervals $[0, a]$ and $[a,+\infty)$ for the Sturm-Liouville operator without discontinuity, although the complete solution of this problem was given in [17] where the new integral representation, similar to transformation operators, was obtained for the Jost solution of the discontinuous Sturm-Liouville equation.

Note that, direct and inverse scattering problems on the half-line for the equation of type $L$ with various boundary conditions also has been investigated in [28-30].

After the half-line inverse scattering problem for the equation of type $L$ was successfully solved by using the integral representation of the Jost solutions, it is naturally to think about the inverse spectral problems in a finite interval. In this aspect, the direct and inverse spectral problem for the equation of the problem $L$ with Drichlet boundary conditions on the interval $(0, \pi)$ recently has been investigated in $[1,2]$ where the new integral representations for solutions have been also constructed. The boundary-value problem for the discontinuous Sturm-Liouville problem L recently has been investigated in [35]. Some other results related to the inverse spectral and inverse scattering problems for the discontinuous SturmLiouville equation recently have been investigated in [6, 34, 36, 37].

In the present paper we derive the Gelfand-Levitan-Marchenko type main integral equation of the inverse problem for the boundary value problem $L$ and prove the uniquely solvability of the main integral equation. Further, we give the solution of the inverse problem by the spectral data and by two spectrum.

## 2. The main equation of the inverse problem

Let $s(x, \lambda), c(x, \lambda)$ be solutions of the equation of the problem L with the initial conditions

$$
s(0, \lambda)=c^{\prime}(0, \lambda)=0, s^{\prime}(0, \lambda)=c(0, \lambda)=1
$$

Then $\omega_{1}(x, \lambda)=h s(x, \lambda)+c(x, \lambda)$ is the solution with initial conditions

$$
\omega_{1}(0, \lambda)=1, \omega_{1}^{\prime}(0, \lambda)=h
$$

respectively. We know that (see [6])

$$
\begin{equation*}
w_{1}(x, \lambda)=c_{0}(x, \lambda)+\int_{0}^{\mu^{+}(x)} W(x, t) \cos \lambda t d t \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& c_{0}(x, \lambda)=r^{+}(x) \cos \lambda \mu^{+}(x)+r^{-}(x) \cos \lambda \mu^{-}(x) \\
& r^{ \pm}(x)=\frac{1}{2}\left(1 \pm \frac{1}{\sqrt{\rho(x)}}\right), \mu^{ \pm}(x)= \pm x \sqrt{\rho(x)}+a(1 \mp \sqrt{\rho(x)})
\end{aligned}
$$

$W_{1}(x, \cdot) \in L_{1}\left(0 ; \mu^{+}(x)\right)$ for all $x \in[0, \pi]$. Note that the function $W_{1}(x, t)$ also satisfies the conditions (see [35]).

$$
\begin{align*}
& \frac{d}{d x} W_{1}\left(x, \mu^{+}(x)\right)=\frac{1}{4 \sqrt{\rho(x)}}\left(1+\frac{1}{\sqrt{\rho(x)}}\right) q(x)  \tag{2.2}\\
& \frac{d}{d x}\left\{W_{1}\left(x, \mu^{-}(x)+0\right)-W_{1}\left(x, \mu^{-}(x)-0\right)\right\}=\frac{1}{4 \sqrt{\rho(x)}}\left(1-\frac{1}{\sqrt{\rho(x)}}\right) q(x) \tag{2.3}
\end{align*}
$$

It is also known that ([35]) the boundary value problem (L) has a countable set of eigenvalues $\left\{\lambda_{n}^{2}\right\}_{n \geq 1}$ and for sufficiently large values of $n$ the asymptotic formula

$$
\lambda_{n}=\lambda_{n}^{0}+\frac{d_{n}}{\lambda_{n}^{0}}+\frac{k_{n}}{n}
$$

is held. Here $\lambda_{n}^{0}=\frac{n \pi}{\mu^{+}(\pi)}+\theta_{n}, \sup _{n}\left|\theta_{n}\right|=\theta<+\infty$,

$$
d_{n}=\frac{h^{+} \cos \lambda_{n}^{0} \mu^{+}(\pi)+h^{-} \cos \lambda_{n}^{0} \mu^{-}(\pi)}{\frac{1}{2}(\alpha+1) \mu^{+}(\pi) \cos \lambda_{n}^{0} \mu^{+}(\pi)-\frac{1}{2}(\alpha-1) \mu^{-}(\pi) \cos \lambda_{n}^{0} \mu^{-}(\pi)}
$$

is a bounded sequence and $k_{n} \in \ell_{2}$. Moreover,

$$
\alpha_{n}=\int_{0}^{\pi} \rho(x) \omega_{1}^{2}\left(x, \lambda_{n}\right) d x, n=1,2, \ldots
$$

are the normalized numbers of the problem $L$. We also define

$$
\alpha_{n}^{0}=\int_{0}^{\pi} \rho(x) c_{0}^{2}\left(x, \lambda_{n}^{0}\right) d x
$$

Using Eq. (2.1) it is easy to obtain

$$
\Phi_{N}(x, t)=\sum_{k=1}^{4} I_{N_{k}}(x, t)
$$

where

$$
\begin{aligned}
& \Phi_{N}(x, t)=\sum_{n=0}^{N}\left(\frac{w_{1}\left(x, \lambda_{n}\right) w_{1}\left(t, \lambda_{n}\right)}{\alpha_{n}}-\frac{c_{0}\left(x, \lambda_{n}^{0}\right) c_{0}\left(t, \lambda_{n}^{0}\right)}{\alpha_{n}^{0}}\right) \\
& I_{N_{1}}(x, t)=\sum_{n=0}^{N}\left(\frac{c_{0}\left(x, \lambda_{n}\right) c_{0}\left(t, \lambda_{n}\right)}{\alpha_{n}}-\frac{c_{0}\left(x, \lambda_{n}^{0}\right) c_{0}\left(t, \lambda_{n}^{0}\right)}{\alpha_{n}^{0}}\right) \\
& I_{N_{2}}(x, t)=\int_{0}^{\mu^{+}(x)} W(x, \xi) \sum_{n=0}^{N} \frac{c_{0}\left(t, \lambda_{n}^{0}\right) \cos \lambda_{n}^{0} \xi}{\alpha_{n}^{0}} d \xi
\end{aligned}
$$

$$
\begin{aligned}
& I_{N_{3}}(x, t)=\int_{0}^{\mu^{+}(x)} W(x, \xi) \sum_{n=0}^{N}\left(\frac{c_{0}\left(t, \lambda_{n}\right) \cos \lambda_{n} \xi}{\alpha_{n}}-\frac{c_{0}\left(t, \lambda_{n}^{0}\right) \cos \lambda_{n}^{0} \xi}{\alpha_{n}^{0}}\right) d \xi \\
& I_{N_{4}}(x, t)=\int_{0}^{\mu^{+}(t)} W(t, \xi) \sum_{n=0}^{N} \frac{w_{1}\left(x, \lambda_{n}\right) \cos \lambda_{n} \xi}{\alpha_{n}} d \xi
\end{aligned}
$$

Let us show that

$$
\cos \lambda \xi= \begin{cases}c_{0}(\xi, \lambda) & \xi<a  \tag{2.4}\\ \frac{1}{\alpha^{+}} c_{0}\left(a+\frac{\xi-a}{\alpha}, \lambda\right)-\frac{\alpha^{-}}{\alpha^{+}} c_{0}(2 a-\xi, \lambda), & \xi>a\end{cases}
$$

Obviously, since

$$
c_{0}(\xi, \lambda)= \begin{cases}\cos \lambda \xi & \xi \leq a \\ \frac{1}{2}\left(1+\frac{1}{\alpha}\right) \cos \lambda \mu^{+}(\xi)+\frac{1}{2}\left(1-\frac{1}{\alpha}\right) \cos \lambda \mu^{-}(\xi), & \xi>a\end{cases}
$$

because of $2 a-\mu^{+}(\xi)<a$ we have

$$
\cos \lambda \mu^{+}(\xi)=\frac{1}{\alpha^{+}} c_{0}(\xi, \lambda)-\frac{\alpha^{-}}{\alpha^{+}} c_{0}\left(2 a-\mu^{+}(\xi), \lambda\right)
$$

Now substitution $\mu^{+}(\xi) \rightarrow \xi$ gives Eq. (2.4). We put

$$
\begin{equation*}
F_{0}(x, t)=\sum_{n=0}^{\infty}\left(\frac{c_{0}\left(t, \lambda_{n}\right) \cos \lambda_{n} x}{\alpha_{n}}-\frac{c_{0}\left(t, \lambda_{n}\right) \cos \lambda_{n} x}{\alpha_{n}}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
F(x, t)=\frac{1}{2}\left(1+\frac{1}{\sqrt{\rho(x)}}\right) F_{0}\left(\mu^{+}(x), t\right)+\frac{1}{2}\left(1-\frac{1}{\sqrt{\rho(x)}}\right) F_{0}\left(\mu^{-}(x), t\right) \tag{2.6}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
F(x, t)=\sum_{n=0}^{\infty}\left(\frac{c_{0}\left(t, \lambda_{n}\right) c_{0}\left(x, \lambda_{n}\right)}{\alpha_{n}}-\frac{c_{0}\left(t, \lambda_{n}^{0}\right) c_{0}\left(x, \lambda_{n}^{0}\right)}{\alpha_{n}^{0}}\right) \tag{2.7}
\end{equation*}
$$

Let $f(x) \in A C[0, \pi]$. By the Theorem 6 in [35] we have

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \int_{0}^{\pi} \frac{\rho(t) f(t) w_{1}\left(x, \lambda_{n}\right) w_{1}\left(t, \lambda_{n}\right)}{\alpha_{n}} d t \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \int_{0}^{\pi} \rho(t) f(t) \frac{c_{0}\left(x, \lambda_{n}^{0}\right) c_{0}\left(t, \lambda_{n}^{0}\right)}{\alpha_{n}^{0}} d t \tag{2.9}
\end{equation*}
$$

Using Eq. (2.8) and Eq. (2.9) we estimate

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \max _{0 \leq x \leq \pi}\left|\int_{0}^{\pi} \rho(t) f(t) \Phi_{N}(x, t) d t\right| \\
& \leq \lim _{N \rightarrow \infty} \max _{0 \leq x \leq \pi}\left|\int_{0}^{\pi} \rho(t) f(t) \sum_{n=0}^{N} \frac{w_{1}\left(x, \lambda_{n}\right) w_{1}\left(t, \lambda_{n}\right)}{\alpha_{n}} d t-f(x)\right|, \\
& \lim _{N \rightarrow \infty} \max _{0 \leq x \leq \pi}\left|\int_{0}^{\pi} \rho(t) f(t) \sum_{n=0}^{N} \frac{c_{0}\left(x, \lambda_{n}^{0}\right) c_{0}\left(t, \lambda_{n}^{0}\right)}{\alpha_{n}^{0}} d t-f(x)\right|=0 . \tag{2.10}
\end{align*}
$$

Moreover, uniformly with respect to $x \in[0, \pi]$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) I_{N_{1}}(x, t) d t=\int_{0}^{\pi} \rho(t) f(t) F(x, t) d t \tag{2.11}
\end{equation*}
$$

Similarly, using Eq. (2.4) and Eq. (2.9) we have

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) I_{N_{2}}(x, t) d t \\
= & \int_{0}^{a} W(x, t) f(t) d t+\frac{1}{\alpha^{+}} \int_{a}^{x} W\left(x, \mu^{+}(t)\right) f(t) d t-\frac{\alpha^{-}}{\alpha^{+}} \int_{\mu^{-}(x)}^{a} W(x, 2 a-t) f(t) d t .
\end{aligned}
$$

Because $t>\mu^{-}(x)$ in the last integral of the right hand side of Eq. (2.10) and $W(x, 2 a-t) \equiv 0$, for $2 a-t>\mu^{+}(x)$ we have

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) I_{N_{2}}(x, t) d t \\
= & \int_{0}^{x} W\left(x, \mu^{+}(t)\right) \frac{2 \sqrt{\rho(t)}}{1+\sqrt{\rho(t)}} f(t) d t+\int_{0}^{x} W(x, 2 a-t) \frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} f(t) d t \tag{2.12}
\end{align*}
$$

uniformly in $x \in[0, \pi]$. Further, using Eq. (2.5) we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) I_{N_{3}}(x, t) d t=\int_{0}^{\pi} \rho(t) f(t) \int_{0}^{\mu^{+}(x)} W(x, \xi) F_{0}(\xi, t) d \xi d t \tag{2.13}
\end{equation*}
$$

By Lemma 1 of [35] we also have

$$
\begin{equation*}
\frac{w_{1}\left(x, \lambda_{n}\right)}{\alpha_{n}}=\frac{2 \lambda_{n} w_{2}\left(x, \lambda_{n}\right)}{\dot{\Delta}\left(\lambda_{n}\right)} \tag{2.14}
\end{equation*}
$$

where $w_{2}(x, \lambda)$ is the solution of the equation of the problem $L$ with the conditions

$$
\omega_{2}(\pi, \lambda)=-1, \omega_{2}^{\prime}(\pi, \lambda)=h_{1} .
$$

Now using the residue theorem we calculate

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) I_{N_{4}}(x, t) d t \\
= & 2 \lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) \frac{1}{2 \pi i} \oint_{\Gamma_{N}}\left[\frac{\lambda w_{2}(x, \lambda)}{\Delta(\lambda)} \int_{0}^{\mu^{+}(t)} W(t, \xi) \cos \lambda \xi\right] d \lambda d t,
\end{aligned}
$$

where $\Gamma_{N}=\{\lambda:|\lambda|=N\}$. Since

$$
w_{2}(x, \lambda)=O\left(e^{\left|\operatorname{Im} \lambda\left(\mu^{+}(\pi)-\mu^{+}(x)\right)\right|}\right)
$$

and

$$
\begin{equation*}
\left.|\Delta(\lambda)| \geq C_{\delta}|\lambda| e^{\left|\operatorname{Im} \lambda \mu^{+}(\pi)\right|}\right), \quad \lambda \in G_{\delta} \tag{2.15}
\end{equation*}
$$

(see [35]), where $C_{\delta}>0, G_{\delta}=\left\{\lambda:\left|\lambda-\lambda_{n}^{0}\right| \geq \delta\right\}$, for all $\lambda \in G_{\delta}$ we have

$$
\begin{equation*}
\left|\frac{\lambda w_{2}(x, \lambda)}{\Delta(\lambda)}\right| \leq \widetilde{C_{\delta}} e^{-|\operatorname{Im} \lambda|\left(\mu^{+}(x)-\mu^{+}(t)\right)}, \lambda \in G_{\delta} \tag{2.16}
\end{equation*}
$$

where $\widetilde{C_{\delta}}>0$ is a constant. Because of $\mu^{+}(t)<\mu^{+}(x)$ we obtain

$$
\begin{equation*}
\lim _{|\lambda| \rightarrow \infty} \max _{0 \leq x \leq \pi} \frac{\lambda w_{2}(x, \lambda)}{\Delta(\lambda)}=0 \tag{2.17}
\end{equation*}
$$

In other hand

$$
\begin{equation*}
\lim _{|\lambda| \rightarrow \infty} \max _{0 \leq x \leq \pi} e^{-\left|\operatorname{Im} \lambda\left(\mu^{+}(t)\right)\right|} \int_{0}^{\mu^{+}(t)} W(t, \xi) \cos \lambda \xi d \xi=0 \tag{2.18}
\end{equation*}
$$

by the Riemann-Lebesque lemma (see [31]). Therefore Eqs. (2.16) and (2.17) imply that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{0}^{\pi} \rho(t) f(t) I_{N_{4}}(x, t) d t=0 \tag{2.19}
\end{equation*}
$$

Now from Eqs. (2.10)-(2.13) and (2.19) we have

$$
\begin{aligned}
& \int_{0}^{\pi} \rho(t) f(t) F(x, t) d t+\int_{0}^{x} W\left(x, \mu^{+}(t)\right) \frac{2 \sqrt{\rho(t)}}{1+\sqrt{\rho(t)}} f(t) d t \\
& +\int_{0}^{x} W(x, 2 a-t) \frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} f(t) d t \\
& +\int_{0}^{\pi} \rho(t) f(t) \int_{0}^{\mu^{+}(x)} W(x, \xi) F_{0}(\xi, t) d \xi d t=0
\end{aligned}
$$

Since $f(x) \in A C[0, \pi]$ is arbitrary we obtain the following theorem:
Theorem 2.1. For every fixed $x \in(0, \pi)$ the kernel function $W(x, t)$ of the integral representation of the solution $w_{1}(x, \lambda)$ satisfies the following linear-functional integral equation

$$
\begin{align*}
& \frac{2}{1+\sqrt{\rho(t)}} W\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W(x, 2 a-t)  \tag{2.20}\\
& +F(x, t)+\int_{0}^{\mu^{+}(x)} W(x, \xi) F_{0}(\xi, t) d \xi=0,
\end{align*}
$$

where the functions $F_{0}(x, t)$ and $F(x, t)$ are defined by the formulas (2.5) and (2.6) respectively.

Note that here we have taken into our account the obvious equality

$$
\begin{equation*}
\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}}=\rho(t) \frac{(1-\sqrt{\rho(2 a-t)})}{1+\sqrt{\rho(2 a-t)}}, 0<t<x . \tag{2.21}
\end{equation*}
$$

Theorem 2.2. Let numbers $\left\{\lambda_{n}\right\}_{n \geq 0}$ satisfying the asymptotic formula

$$
\begin{equation*}
\lambda_{n}=\lambda_{n}^{0}+\frac{d_{n}}{\lambda_{n}^{0}}+\frac{k_{n}}{n}, n \rightarrow \infty \tag{2.22}
\end{equation*}
$$

are given. Here $\lambda_{n} \neq \lambda_{k}$ if $n \neq k,\left(\lambda_{n}^{0}\right)_{n \geq 0}$ are zeros of the function $c_{0}(x, \lambda)$, $\left(d_{n}\right)_{n \geq 0}$ is a bounded sequence and $\left(k_{n}\right)_{n \geq 0} \in \ell_{2}$. Then the system of functions $\left\{c_{0}\left(x, \lambda_{n}\right)\right\}_{n \geq 0}$ is a Riesz basis of the space $L_{2}(0, \pi, \rho)$.

Proof. Let $f(x) \in L_{2}(0, \pi, \rho)$ and

$$
\begin{equation*}
\int_{0}^{\pi} \rho(x) f(x) c_{0}\left(x, \lambda_{n}\right) d x=0, \quad n \geq 0 \tag{2.23}
\end{equation*}
$$

Consider the functions

$$
\begin{aligned}
& \Delta(\lambda)=\mu^{+}(\pi)\left(\lambda_{0}^{2}-\lambda^{2}\right) \prod_{n=1}^{\infty} \frac{\lambda_{n}^{2}-\lambda^{2}}{\left(\lambda_{n}^{0}\right)^{2}} \\
& F(\lambda)=\frac{1}{\Delta(\lambda)} \int_{0}^{\pi} \rho(x) f(x) c_{0}(x, \lambda) d x, \quad \lambda \neq \lambda_{n}
\end{aligned}
$$

From the equation (2.4) we have that the function $F(\lambda)$ becomes an entire function after removing the similarities. By virtue of (2.15) and the asymptotic behavior $c_{0}(x, \lambda)=O\left(e^{\left|\operatorname{Im} \lambda \mu^{+}(x)\right|}\right),|\lambda| \rightarrow \infty$ we have

$$
|F(\lambda)| \leq \frac{C_{\delta}}{|\lambda|}, \lambda \in G_{\delta}, \quad|\lambda| \geq \lambda^{*}
$$

for sufficiently large $\lambda^{*}>0$. Using the maximum principle ( [12], page 128) and Liouville's theorem ( [12], page 177) we conclude that $F(\lambda) \equiv 0$, i.e.

$$
\int_{0}^{\pi} \rho(x) f(x) c_{0}(x, \lambda) d x \equiv 0
$$

This yields that $f(x)=0$. Therefore we have proved that the system of functions $\left\{c_{0}\left(x, \lambda_{n}\right)\right\}_{n>0}$ is complete in the space $L_{2}(0, \pi, \rho)$. Further from the asymptotic formula (2.2 $\overline{2}$ ) we obtain that the system $\left\{c_{0}\left(x, \lambda_{n}\right)\right\}_{n \geq 0}$ is quadratically close to the orthogonal basis $\left\{c_{0}\left(x, \lambda_{n}\right)\right\}_{n \geq 0}$, i.e.

$$
\sum_{n=0}^{\infty}\left\|c_{0}\left(x, \lambda_{n}\right)-c_{0}\left(x, \lambda_{n}^{0}\right)\right\|_{L_{2}(0, \pi ; \rho)}^{2}<+\infty
$$

Then from the Proposition 1.8.5 in [42] we conclude that $\left\{c_{0}\left(x, \lambda_{n}\right)\right\}_{n \geq 0}$ is a Riesz basis of $L_{2}(0, \pi, \rho)$. Theorem 2.2 is proved.

Theorem 2.3. For each fixed $x \in(0, \pi]$, equation (2.20) has a unique solution $W(x, t)$ which belongs to $L_{2}(0, \mu(x))$.
Proof. If $x \leq a$ then Eq. (2.20) has a form

$$
\begin{equation*}
W(x, t)+F(x, t)+\int_{0}^{x} W(x, \xi) F_{0}(\xi, t) d \xi=0 \tag{2.24}
\end{equation*}
$$

which is a Fredholm integral equation and equivalent to the equation of type

$$
\begin{equation*}
(I+B) f=g \tag{2.25}
\end{equation*}
$$

where $I$ is the unit operator, $B$ is a compact operator in the space $L_{2}(0, \pi), f$, $g \in L_{2}(0, \pi)$. Let us prove that in the case $x>a$ the equation (2.20) is also equivalent to an equation of type (2.25).

If $x>a$ the equation (2.20) can be written as

$$
L_{x} W(x, .)+K_{x} W(x, .)=-F(x, .)
$$

where

$$
\begin{align*}
& \left(L_{x} f\right)(t)=\frac{2}{1+\sqrt{\rho(t)}} f\left(\mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} f(2 a-t), \quad 0<t<x  \tag{2.26}\\
& \left(K_{x} f\right)(t)=\int_{0}^{\mu^{+}(x)} f(\xi) F_{0}(\xi, t) d \xi, \quad 0<t<x \tag{2.27}
\end{align*}
$$

It was shown in [2] that the operator $L_{x}$ has a bounded inverse in the space $L_{2}(0, \pi)$ and

$$
L_{x}^{-1} f(t)= \begin{cases}f(t)-\frac{1-\alpha}{2} f\left(\frac{-t+\alpha a+a}{\alpha}\right), & t<a  \tag{2.28}\\ \frac{1+\alpha}{2} f\left(\frac{t+\alpha a-a}{\alpha}\right), & t>a\end{cases}
$$

Consequently the equation (2.20) is equivalent to the equation

$$
\begin{equation*}
W(x, .)+L_{x}^{-1} K_{x} W(x, .)=-L_{x}^{-1} F(x, .) \tag{2.29}
\end{equation*}
$$

Since $L_{x}^{-1}$ is a bounded and $K_{x}$ is a compact operator in $L_{2}(0, \pi)$ then the operator $B=L_{x}^{-1} K_{x}$ is compact in $L_{2}(0, \pi)$. The right hand side of (2.29) also belongs to $L_{2}(0, \pi)$ since $L_{x}$ is invertible in $L_{2}(0, \pi)$. Therefore the equation (2.29) is a Fredholm integral equation of type (2.25) and it is sufficient to prove that the homogeneous equation

$$
\begin{equation*}
L_{x} W(x, t)+\int_{0}^{\mu^{+}(x)} W(x, \xi) F_{0}(\xi, t) d \xi=0 \tag{2.30}
\end{equation*}
$$

has only trivial solution $W(x, t)=0$. Let $W(t):=W(x, t)$ be a solution of Eq. (2.30).

Then

$$
\begin{equation*}
\int_{0}^{x} \rho(t)\left(L_{x} W(t)\right)^{2} d t+\int_{0}^{x} \rho(t) L_{x} W(t) \int_{0}^{\mu^{+}(x)} W(\xi) F_{0}(\xi, t) d \xi d t=0 \tag{2.31}
\end{equation*}
$$

Now consider the formulas (2.4) and (2.5). Taking into the account $W(2 a-\xi)=0$ for $\xi<\mu^{-}(x)$ we have

$$
K_{x} W(t)=\int_{0}^{\mu^{+}(x)} W(\xi) F_{0}(\xi, t) d \xi=\int_{0}^{x} \rho(\xi) L_{x} W(\xi) F(\xi, t) d \xi
$$

Therefore (2.31) takes the form

$$
\begin{align*}
& \int_{0}^{x} \rho(t)\left(L_{x} W(t)\right)^{2} d t+\sum_{n=0}^{\infty} \frac{1}{\alpha_{n}}\left(\int_{0}^{x} \rho(t) c_{0}\left(t, \lambda_{n}\right) L_{x} W(t) d t\right)^{2}  \tag{2.32}\\
& -\sum_{n=0}^{\infty} \frac{1}{\alpha_{n}^{0}}\left(\int_{0}^{x} \rho(t) c_{0}\left(t, \lambda_{n}^{0}\right) L_{x} W(t) d t\right)^{2}=0
\end{align*}
$$

Now using the Parseval's equality ( [35])

$$
\int_{0}^{x} \rho(t) f^{2}(t) d t=\sum_{n=0}^{\infty} \frac{1}{\alpha_{n}^{0}}\left(\int_{0}^{x} \rho(t) f(t) c_{0}\left(t, \lambda_{n}^{0}\right) d t\right)^{2}
$$

for the function

$$
f(t)= \begin{cases}L_{x} W(t), & 0<t<x \\ 0, & t>x\end{cases}
$$

which belongs to the space $L_{2}(0, x)$, we have

$$
\int_{0}^{x} \rho(t)\left(L_{x} W(t)\right) c_{0}\left(t, \lambda_{n}\right) d t=0, \quad n \geq 0
$$

Since the system of function $\left\{c_{0}\left(t, \lambda_{n}\right)\right\}_{n \geq 0}$ is complete in $L_{2}(0, \pi)$ by the Theorem 2.2 we have $L_{x} W(t)=0$. Because the operator $L_{x}$ has inverse in the space $L_{2}(0, \pi)$ we obtain $W(t) \equiv W(x,)=$.0 . Theorem 2.3 is proved.

From Theorem 2.2 and Theorem 2.3 we obtain the following theorem:
Theorem 2.4. The spectral data $\left\{\lambda_{n}^{2}, \alpha_{n}\right\}_{n \geq 0}$ uniquely determines the boundary value problem $L$.

The integral equation (2.20) is called main integral equation of GLM (Gelfand-Levitan-Marchenko) type for the problem $L$.

## 3. On Properties of the functions $F_{0}(x, t), F(x, t)$ and the solution $W(x, t)$ of the main integral equation

Lemma 3.1. Let numbers $\left\{\lambda_{n}, \alpha_{n}\right\}_{n \geq 0}$ are given, where $\lambda_{n} \neq \lambda_{m}$ if $n \neq m, \alpha_{n}>0$ for all $n \geq 0$, and the following asymptotic formulas are satisfied:

$$
\begin{equation*}
\lambda_{n}=\lambda_{n}^{0}+\frac{d_{n}}{\lambda_{n}^{0}}+\frac{k_{n}}{n}, \quad \alpha_{n}=\alpha_{n}^{0}+\frac{t_{n}}{n}, \quad n \rightarrow \infty \tag{3.1}
\end{equation*}
$$

Here $\left\{\lambda_{n}^{0}\right\}_{n \geq 0}$ are zeros of the function $c_{0}(x, \lambda),\left(d_{n}\right)$ is a bounded sequence,

$$
\alpha_{n}^{0}=\int_{0}^{\pi} \rho(x) c_{0}^{2}\left(x, \lambda_{n}^{0}\right) d x \quad(n \geq 0)
$$

$\left(k_{n}\right),\left(t_{n}\right) \in \ell_{2}$. If

$$
\begin{equation*}
b(x)=\sum_{n=0}^{\infty}\left(\frac{\cos \lambda_{n} x}{\alpha_{n}}-\frac{\cos \lambda_{n}^{0} x}{\alpha_{n}^{0}}\right) \tag{3.2}
\end{equation*}
$$

then $b(x) \in W_{2}^{1}(0,2 \pi), F_{0}(x, x) \in W_{2}^{1}(0,2 \pi), F(x, x) \in W_{2}^{1}(0,2 \pi)$.
Proof. Denote $\varepsilon_{n}=\lambda_{n}-\lambda_{n}^{0}$. Then

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\frac{\cos \lambda_{n} x}{\alpha_{n}}-\frac{\cos \lambda_{n}^{0} x}{\alpha_{n}^{0}}\right) \\
= & \sum_{n=0}^{\infty}\left[\frac{\cos \lambda_{n} x-\cos \lambda_{n}^{0} x}{\alpha_{n}^{0}}+\left(\frac{1}{\alpha_{n}}-\frac{1}{\alpha_{n}^{0}}\right) \cos \lambda_{n} x\right] . \tag{3.3}
\end{align*}
$$

We have

$$
\begin{equation*}
\cos \lambda_{n} x-\cos \lambda_{n}^{0} x=-\varepsilon_{n} x \sin \lambda_{n}^{0} x-\left(\sin \varepsilon_{n} x-\varepsilon_{n} x\right) \sin \lambda_{n}^{0} x-2 \sin ^{2} \frac{\varepsilon_{n} x}{2} \cos \lambda_{n}^{0} x \tag{3.4}
\end{equation*}
$$

Consequently, using Eqs. (3.2)-(3.4) and $\varepsilon_{n}=\frac{d_{n}}{\lambda_{n}^{0}}+\frac{k_{n}}{n}$ ([35]) we obtain

$$
b(x)=B_{1}(x)+B_{2}(x),
$$

where

$$
\begin{align*}
B_{1}(x)= & \sum_{n=1}^{\infty} \frac{d_{n} x \sin \lambda_{n}^{0} x}{\alpha_{n}^{0} \lambda_{n}^{0}}  \tag{3.5}\\
B_{2}(x)= & \sum_{n=1}^{\infty}\left(\frac{1}{\alpha_{n}}-\frac{1}{\alpha_{n}^{0}}\right) \cos \lambda_{n} x+\frac{1}{\alpha_{n}^{0}}\left(\cos \lambda_{0} x-\cos \lambda_{0}^{0} x\right) \\
& -\sum_{n=1}^{\infty} \frac{K_{n} x \sin \lambda_{n}^{0} x}{\alpha_{n}^{0} n}-\sum_{n=1}^{\infty} \frac{1}{\alpha_{n}^{0}}\left(\sin \varepsilon_{n} x-\varepsilon_{n} x\right) \sin \lambda_{n}^{0} x  \tag{3.6}\\
& -2 \sum_{n=1}^{\infty} \frac{1}{\alpha_{n}^{0}} \sin ^{2} \frac{\varepsilon_{n} x}{2} \cos \lambda_{n}^{0} x
\end{align*}
$$

Using

$$
\begin{equation*}
\alpha_{n}^{0}=\int_{0}^{\pi} \rho(x) c_{0}^{2}\left(x, \lambda_{n}^{0}\right) d x \tag{3.7}
\end{equation*}
$$

where

$$
c_{0}\left(x, \lambda_{n}\right)=\frac{1}{2}\left(1+\frac{1}{\sqrt{\rho(x)}}\right) \cos \lambda \mu^{+}(x)+\frac{1}{2}\left(1-\frac{1}{\sqrt{\rho(x)}}\right) \cos \lambda \mu^{-}(x)
$$

we can show that

$$
\begin{equation*}
\alpha_{n}^{0}=\frac{a}{2}+\frac{(\pi-a)\left(1+\alpha^{2}\right)}{4}+O\left(\frac{1}{n}\right), \quad n \rightarrow \infty . \tag{3.8}
\end{equation*}
$$

Indeed,

$$
\begin{equation*}
\alpha_{n}^{0}=\frac{a}{2}+\frac{\left(1+\alpha^{2}\right)(\pi-a)}{4}+\frac{P_{n}}{\lambda_{n}^{0}} \tag{3.9}
\end{equation*}
$$

where

$$
P_{n}=\frac{1}{4} \alpha\left(\alpha^{+} \sin 2 \lambda_{n}^{0} \mu^{+}(\pi)-\alpha^{-} \sin 2 \lambda_{n}^{0} \mu^{-}(\pi)\right) .
$$

By virtue of

$$
\lambda_{n}^{0}=\frac{n}{\mu^{+}(\pi)}+\theta_{n}, \quad \sup \left|\theta_{n}\right|<+\infty
$$

we have that the sequence $\left(P_{n}\right)$ is bounded. Then from Eq. (3.9) we have Eq. (3.8). Further, since

$$
\varepsilon_{n}=O\left(\frac{1}{n}\right), \quad \alpha_{n}^{0}=O(1), \quad n \rightarrow \infty
$$

we obtain

$$
\frac{1}{\alpha_{n}}-\frac{1}{\alpha_{n}^{0}}=\frac{\gamma_{n}}{n}, \quad\left(\gamma_{n}\right) \in \ell_{2}
$$

and consequently $B_{1}(x), B_{2}(x) \in W_{2}^{1}(0,2 \pi)$ i.e. $B(x) \in W_{2}^{1}(0,2 \pi)$. It easy to verify that

$$
\begin{align*}
F_{0}(x, t)= & \frac{1}{4}\left(1+\frac{1}{\sqrt{\rho(t)}}\right)\left[b\left(x-\mu^{+}(t)\right)+b\left(x+\mu^{+}(t)\right)\right] \\
& +\frac{1}{4}\left(1-\frac{1}{\sqrt{\rho(t)}}\right)\left[b\left(x-\mu^{-}(t)\right)+b\left(x+\mu^{-}(t)\right)\right] \tag{3.10}
\end{align*}
$$

Therefore, $F_{0}(x, x) \in W_{2}^{1}(0,2 \pi)$ and by the formula (2.6) we have $F(x, x) \in$ $W_{2}^{1}(0,2 \pi)$. The lemma is proved.

Now using the main integral equation (2.20), the formulas (2.24), (2.25), (2.27), (3.10) and (2.6) we obtain the following theorem:

Theorem 3.1. The kernel function $W(x, t)$ of the main integral equation and the functions $F(x, t), F_{0}(x, t)$ satisfy the following relations:

$$
\begin{align*}
& \frac{\partial^{2} F_{0}(x, t)}{\partial t^{2}}=\rho(t) \frac{\partial^{2} F_{0}(x, t)}{\partial x^{2}}, \quad \rho(t) \frac{\partial^{2} F(x, t)}{\partial x^{2}}=\rho(x) \frac{\partial^{2} F(x, t)}{\partial t^{2}}  \tag{3.11}\\
& \left.F_{0}(x, t)\right|_{t=0}=b(x) \\
& \left.F(x, t)\right|_{t=0}=\frac{1}{2}\left(1+\frac{1}{\sqrt{\rho(t)}}\right) b\left(\mu^{+}(x)\right)+\frac{1}{2}\left(1-\frac{1}{\sqrt{\rho(t)}}\right) b\left(\mu^{-}(x)\right)  \tag{3.12}\\
& \left.\frac{\partial F_{0}(x, t)}{\partial t}\right|_{t=0}=0,\left.\quad \frac{\partial F(x, t)}{\partial t}\right|_{t=0}  \tag{3.13}\\
& \frac{\partial}{\partial x} F_{0}\left(\mu^{ \pm}(x), t\right)= \pm\left.\sqrt{\rho(x)} \frac{\partial}{\partial \xi} F_{0}(\xi, t)\right|_{t=\mu^{ \pm}(x)}  \tag{3.14}\\
& \frac{\partial}{\partial t} W(x, 0)=0  \tag{3.15}\\
& \frac{\sqrt{\rho(x)}-1}{\sqrt{\rho(x)}+1} \frac{d}{d x} W\left(x, \mu^{+}(x)\right)=\frac{d}{d x}\left\{W\left(x, \mu^{-}(x)+0\right)-W\left(x, \mu^{-}(x)-0\right)\right\} \tag{3.16}
\end{align*}
$$

## 4. Solution of the Inverse Problem

In this section we investigate the necessary and sufficient condition for solvability of the inverse problem with respect to the spectral data. We have proved the following theorem.

Theorem 4.1. For real numbers $\left\{\lambda_{n}^{2}, \alpha_{n}\right\}_{n \geq 0}$ to be the spectral data for a certain boundary value problem $L=L\left(q(x), h, h_{1}\right)$ with $q(x) \in L_{2}(0, \pi)$ it is necessary and sufficient the relations

$$
\begin{align*}
& \lambda_{n}=\lambda_{n}^{0}+\frac{d_{n}}{\lambda_{n}^{0}}+\frac{k_{n}}{n},\left(k_{n}\right) \in \ell_{2}  \tag{4.1}\\
& \alpha_{n}=\alpha_{n}^{0}+\frac{t_{n}}{n},\left(t_{n}\right) \in \ell_{2}, \tag{4.2}
\end{align*}
$$

where $\lambda_{n}^{0}$ are zeros of the characteristic function $\triangle_{0}(\lambda)=c_{0}^{\prime}(\pi, \lambda),\left(d_{n}\right)$ is the
bounded sequence

$$
\begin{aligned}
d_{n} & =\frac{2 h^{+} \cos \lambda_{n}^{0} \mu^{+}(\pi)+2 h^{-} \cos \lambda_{n}^{0} \mu^{-}(\pi)}{(\alpha+1) \mu^{+}(\pi) \cos \lambda_{n}^{0} \mu^{+}(\pi)-(\alpha-1) \mu^{-}(\pi) \cos \lambda_{n}^{0} \mu^{-}(\pi)} \\
\alpha_{n}^{0} & =\int_{0}^{\pi} \rho(x) c_{0}^{2}\left(x, \lambda_{n}\right) d x \\
h^{ \pm} & =\alpha^{ \pm}\left(h_{1}+\frac{1}{2} \int_{0}^{\pi} q(t) d t\right) \pm \alpha^{ \pm} \alpha\left(h+\frac{\alpha}{2} \int_{0}^{a} q(t) d t\right) .
\end{aligned}
$$

Proof. The necessity part of Theorem 3.1 is proved in [35, Theorem 1], here we prove the sufficiency. Let real numbers $\left\{\lambda_{n}, \alpha_{n}\right\}_{n \geq 0}$ of the form (2.1)-(2.4) be given. We construct function $F_{0}(x, t)$ and $F(x, t)$ by the formulas (2.5) and (2.6) of the Section 3 and consider the main integral equation (2.20). Let the function $W(x, t)$ is the solution of $(2.20)$. We construct the function $w_{1}(x, \lambda)$ by the formula

$$
\begin{equation*}
w_{1}(x, \lambda)=c_{0}(x, \lambda)+\int_{0}^{\mu^{+}(x)} W(x, t) \cos \lambda t d t \tag{4.3}
\end{equation*}
$$

and the function $q(x)$ and the numbers $h, h_{1}$ by formulas

$$
\begin{align*}
& q(x)=\frac{h \rho(x)}{\sqrt{\rho(x)}+1} \frac{d}{d x} W\left(x, \mu^{+}(x)\right)  \tag{4.4}\\
& h=W(0,0)  \tag{4.5}\\
& h_{1}=h^{+}+h^{-}-\frac{\alpha}{2} \int_{0}^{\pi} \frac{q(t)}{\sqrt{\rho(x)}+1} d t \tag{4.6}
\end{align*}
$$

where $h^{+}$and $h^{-}$are defined using $\left(d_{n}\right)$. To prove the theorem we need some axillary assertions.

Lemma 4.1. The following relations hold:

$$
\begin{align*}
& -w_{1}^{\prime \prime}(x, \lambda)+q(x) w_{1}(x, \lambda)=\lambda^{2} \rho(x) w_{1}(x, \lambda)  \tag{4.7}\\
& w_{1}(0, \lambda)=1, w_{1}^{\prime}(0, \lambda)=h \tag{4.8}
\end{align*}
$$

Proof. 1) First we assume that $b(x) \in W_{2}^{2}(0, \pi)$, where $b(x)$ is defined by Eq. (3.1) of the previous section. Differentiating the identity

$$
\begin{align*}
J(x, t):= & \frac{2}{1+\sqrt{\rho(t)}} W\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W(x, 2 a-t) \\
& +F(x, t)+\int_{0}^{\mu^{+}(x)} W(x, \xi) F_{0}(\xi, t) d \xi=0,0<t<x \tag{4.9}
\end{align*}
$$

we calculate

$$
\begin{align*}
J_{t t}(x, t)= & \frac{2 \rho(t)}{1+\sqrt{\rho(t)}} W_{t t}\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W_{t t}(x, 2 a-t)  \tag{4.10}\\
& +F_{t t}(x, t)+\int_{0}^{\mu^{+}(x)} W(x, \xi) \frac{\partial^{2} F_{0}(\xi, t)}{\partial t^{2}} d \xi=0
\end{align*}
$$

$$
\begin{align*}
J_{x x}(x, t)= & \frac{2}{1+\sqrt{\rho(t)}} W_{x x}\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W_{x x}(x, 2 a-t) \\
& +F_{x x}(x, t)+\int_{0}^{\mu^{+}(x)} W_{x x}(x, \xi) F_{0}(\xi, t) d \xi \\
& +\left.\sqrt{\rho(x)} F_{0}\left(\mu^{+}(x), t\right) \frac{\partial W(x, \xi)}{\partial x}\right|_{\xi=\mu^{+}(x)} \\
& +\sqrt{\rho(x)} F_{0}\left(\mu^{+}(x), t\right)\left[\left.\frac{\partial W(x, \xi)}{\partial x}\right|_{\xi=\mu^{+}(x)+0}-\left.\frac{\partial W(x, \xi)}{\partial x}\right|_{\xi=\mu^{+}(x)-0}\right] \\
& +\sqrt{\rho(x)} F_{0}\left(\mu^{+}(x), t\right) \frac{d}{d x} W\left(x, \mu^{+}(x)\right)+\sqrt{\rho(x)} W\left(x, \mu^{+}(x)\right) \frac{\partial F_{0}\left(\mu^{+}(x), t\right)}{\partial x} \\
& +\sqrt{\rho(x)}\left(W\left(x, \mu^{-}(x)+0\right)-W\left(x, \mu^{-}(x)-0\right)\right) \frac{\partial F_{0}\left(\mu^{-}(x), t\right)}{\partial x} \\
& +\sqrt{\rho(x)} F_{0}\left(\mu^{-}(x), t\right) \frac{d}{d x}\left\{W\left(x, \mu^{-}(x)+0\right)-W\left(x, \mu^{-}(x)-0\right)\right\}=0 . \tag{4.11}
\end{align*}
$$

Using (3.11) we rewrite Eq. (4.10) as

$$
\begin{align*}
J_{t t}(x, t)= & \frac{2 \rho(t)}{1+\sqrt{\rho(t)}} W_{t t}\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W_{t t}(x, 2 a-t) \\
& +F_{t t}(x, t)+\rho(t) \int_{0}^{\mu^{+}(x)} W(x, \xi) \frac{\partial^{2} F_{0}(\xi, t)}{\partial \xi^{2}} d \xi=0 . \tag{4.12}
\end{align*}
$$

Using the formula (2.21) finally we have

$$
\begin{align*}
\frac{1}{\rho(t)} J_{t t}(x, t)= & \frac{2}{1+\sqrt{\rho(t)}} W_{t t}\left(x, \mu^{+}(t)\right) \\
& +\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W_{t t}(x, 2 a-t)+\frac{1}{\rho(t)} F_{t t}(x, t) \\
& +\left.\left(W\left(x, \mu^{-}(x)-0\right)-W\left(x, \mu^{-}(x)+0\right)\right) \frac{\partial}{\partial \xi} F_{0}(\xi, t)\right|_{\xi=\mu^{-}(x)} \\
& +\left.A\left(x, \mu^{+}(x)\right) \frac{\partial}{\partial \xi} F_{0}(\xi, t)\right|_{\xi=\mu^{+}(x)}-\left.F_{0}\left(x, \mu^{-}(x)\right) \frac{\partial W(x, \xi)}{\partial \xi}\right|_{\xi=\mu^{-}(x)-0} \\
& +\left.F_{0}(x, 0) \frac{\partial W(x, \xi)}{\partial \xi}\right|_{\xi=0}-\left.F_{0}\left(x, \mu^{+}(x)\right) \frac{\partial W(x, \xi)}{\partial \xi}\right|_{\xi=\mu^{+}(x)} \\
& +\left.F_{0}\left(x, \mu^{-}(x)\right) \frac{\partial W(x, \xi)}{\partial \xi}\right|_{\xi=\mu^{-}(x)+0}+\int_{0}^{\mu^{+}(x)} \frac{\partial^{2} W(x, \xi)}{\partial \xi^{2}} F_{0}(\xi, t) d \xi . \tag{4.13}
\end{align*}
$$

Now it follows from (4.9), (4.10), (4.13) and the identity

$$
J_{x x}(x, t)-\rho(x) J_{t t}(x, t)-q(x) J(x, t) \equiv 0 .
$$

Using this identity according to the formulas (2.6), (3.11)-(4.1) from the previous
section and the formula (4.5), we have

$$
\begin{align*}
& \frac{2}{1+\sqrt{\rho(x)}} W_{x x}\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W_{x x}(x, 2 a-t) \\
& -\rho(x)\left[\frac{2}{1+\sqrt{\rho(x)}} W_{t t}\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W_{t t}(x, 2 a-t)\right] \\
& -q(x)\left[\frac{2}{1+\sqrt{\rho(x)}} W\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W(x, 2 a-t)\right] \\
& +\int_{0}^{\mu^{+}(x)}\left[W_{x x}(x, \xi)-\rho(x) W_{\xi \xi}(x, \xi)-q(x) W(x, \xi)\right] F_{0}(\xi, t) d \xi=0 . \tag{4.14}
\end{align*}
$$

By the Theorem 2.3 of the previous section the homogenous equation (4.14) has only trivial solution i.e.

$$
\begin{equation*}
W_{x x}(x, t)-\rho(x) W_{t t}(x, t)-q(x) W(x, t)=0,0<t<x \tag{4.15}
\end{equation*}
$$

Now differentiating Eq. (4.3) twice, we get

$$
\begin{align*}
w_{1}^{\prime}(x, \lambda)= & c_{0}^{\prime}(x, \lambda)+\int_{0}^{\mu^{+}(x)} W_{x}(x, t) \cos \lambda t d t+\sqrt{\rho(x)} W\left(x, \mu^{+}(x)\right) \cos \lambda \mu^{+}(x) \\
& +\sqrt{\rho(x)} \cos \lambda \mu^{-}(x)\left[W\left(x, \mu^{-}(x)+0\right)-W\left(x, \mu^{-}(x)-0\right)\right]  \tag{4.16}\\
w_{1}^{\prime \prime}(x, \lambda)= & c_{0}^{\prime \prime}(x, \lambda)+\int_{0}^{\mu^{+}(x)} W_{x x}(x, t) \cos \lambda t d t \\
& +\left.\sqrt{\rho(x)} \frac{\partial}{\partial x} W(x, t)\right|_{t=\mu^{+}(x)} \cos \lambda \mu^{+}(x) \\
& +\sqrt{\rho(x)}\left[\left.\frac{\partial}{\partial x} W(x, t)\right|_{t=\mu^{+}(x)+0}-\left.\frac{\partial}{\partial x} W(x, t)\right|_{t=\mu^{-}(x)-0}\right] \cos \lambda \mu^{-}(x) \\
& +\sqrt{\rho(x)} \cos \lambda \mu^{+}(x) \frac{d}{d x}\left(W\left(x, \mu^{+}(x)\right)\right) \lambda \rho(x) W\left(x, \mu^{+}(x)\right) \sin \lambda \mu^{+}(x) \\
& +\sqrt{\rho(x)} \cos \lambda \mu^{+}(x) \frac{d}{d x}\left\{W\left(x, \mu^{-}(x)+0\right)-W\left(x, \mu^{-}(x)-0\right)\right\} \\
& +\lambda \rho(x)\left\{W\left(x, \mu^{-}(x)+0\right)-W\left(x, \mu^{-}(x)-0\right)\right\} \sin \lambda \mu^{-}(x) . \tag{4.17}
\end{align*}
$$

In other hand, integrating by parts twice, we obtain

$$
\begin{align*}
& \lambda^{2} \rho(x) w_{1}(x, \lambda) \\
= & \lambda^{2} \rho(x) c_{0}(x, \lambda)+\lambda^{2} \rho(x) \int_{0}^{\mu^{+}(x)} W(x, t) \cos \lambda t d t \\
= & c_{0}^{\prime \prime}(x, \lambda)+\lambda \rho(x) \sin \lambda \mu^{-}(x)\left[W\left(x, \mu^{-}(x)-0\right)-W\left(x, \mu^{-}(x)+0\right)\right] \\
& +\lambda \rho(x) \sin \lambda \mu^{+}(x) W\left(x, \mu^{+}(x)\right)+\rho(x) \frac{\partial W(x, 0)}{\partial t} \\
& +\rho(x) \cos \lambda \mu^{-}(x)\left[\left.\frac{\partial W(x, t)}{\partial t}\right|_{t=\mu^{-}(x)+0}-\left.\frac{\partial W(x, t)}{\partial t}\right|_{t=\mu^{-}(x)-0}\right] \\
& -\left.\rho(x) \cos \lambda \mu^{+}(x) \frac{\partial W(x, t)}{\partial t}\right|_{t=\mu^{+}(x)}+\rho(x) \int_{0}^{\mu^{+}(x)} \frac{\partial^{2} W(x, t)}{\partial t^{2}} \cos \lambda t d t . \tag{4.18}
\end{align*}
$$

Together with the formulas (2.6), (3.11)-(4.1) and (4.15) this gives

$$
w_{1}^{\prime \prime}(x, \lambda)+\rho(x) \lambda^{2} w_{1}(x, \lambda)=q(x) w_{1}(x, \lambda)
$$

Hence, the formula (4.7) is proved. The relations (4.8) are obtained from eq. (4.4) and (4.16). Lemma 3.1 is proved for the case $b(x) \in W_{2}^{2}(0, \pi)$. Now for the case $b(x) \in W_{2}^{1}(0, \pi)$ the lemma is proved by the standard method (see [42]).
Lemma 4.2. For each function $g(x) \in L_{2}(0, \pi)$ is following relation holds:

$$
\begin{equation*}
\int_{0}^{\pi} \rho(x) g^{2}(x) d x=\sum_{n=0}^{\infty} \frac{1}{\alpha_{n}}\left(\int_{0}^{\pi} g(t) w_{1}\left(t, \lambda_{n}\right) d t\right)^{2} \tag{4.19}
\end{equation*}
$$

Proof. Using the formulas (2.4)-(2.6) of the previous section it is easy to transform solution

$$
\begin{equation*}
w_{1}(x, \lambda)=c_{0}(x, \lambda)+\int_{0}^{x} \rho(x) \phi(x, t) c_{0}(t, \lambda) d t \tag{4.20}
\end{equation*}
$$

and the main integral equation (2.20) from the previous section to the form

$$
\begin{equation*}
\phi(x, t)+F(x, t)+\int_{0}^{x} \rho(\xi) \phi(x, \xi) F(\xi, t) d \xi=0 \tag{4.21}
\end{equation*}
$$

where

$$
\phi(x, t)=\frac{2}{1+\sqrt{\rho(t)}} W\left(x, \mu^{+}(t)\right)+\frac{1-\sqrt{\rho(2 a-t)}}{1+\sqrt{\rho(2 a-t)}} W(x, 2 a-t)
$$

Solving the equation (4.20) with respect to $c_{0}(x, \lambda)$ we obtain

$$
\begin{equation*}
c_{0}(x, \lambda)=w_{1}(x, \lambda)+\int_{0}^{x} \rho(t) H(x, t) w_{1}(x, \lambda) d t \tag{4.22}
\end{equation*}
$$

By the standard method (see [42]) is can be proved that

$$
\begin{equation*}
H(x, t)=F(x, t)+\int_{0}^{t} \rho(\xi) \phi(t, \xi) F(x, \xi) d \xi, 0 \leq t \leq x \tag{4.23}
\end{equation*}
$$

Denote $Q(\lambda)=\int_{0}^{\pi} \rho(t) g(t) w_{1}(t, \lambda)$. Then using (4.20) we have

$$
Q(\lambda)=\int_{0}^{\pi} \rho(t) h(t) c_{0}(t, \lambda) d t
$$

where

$$
\begin{equation*}
h(t)=g(t)+\int_{t}^{\pi} \rho(\xi) g(\xi) \phi(t, \xi) d \xi \tag{4.24}
\end{equation*}
$$

By the similar way, using the formula (4.22) we obtain

$$
\begin{equation*}
g(t)=h(t)+\int_{t}^{\pi} \rho(\xi) h(\xi) H(\xi, t) d \xi \tag{4.25}
\end{equation*}
$$

Now according to Eq. (4.24) we have

$$
\begin{aligned}
\int_{0}^{\pi} \rho(t) h(t) F(x, t) d t= & \int_{0}^{x} \rho(t) g(t)\left[F(x, t)+\int_{0}^{t} \rho(\xi) \Phi(t, \xi) F(x, \xi) d \xi\right] d t \\
& +\int_{x}^{\pi} \rho(t) g(t)\left[F(x, t)+\int_{0}^{t} \rho(\xi) \Phi(t, \xi) F(x, \xi) d \xi\right] d t
\end{aligned}
$$

Consequently, by the formulas (4.21) and (4.23) we obtain

$$
\begin{equation*}
\int_{0}^{\pi} \rho(t) h(t) F(x, t) d t=\int_{0}^{x} \rho(t) g(t) H(x, t) d t-\int_{x}^{\pi} \rho(t) g(t) \Phi(t, x) d t \tag{4.26}
\end{equation*}
$$

From Eq. (4.5) and the Parsevall equality we have

$$
\begin{aligned}
& \int_{0}^{\pi} \rho(t) h^{2}(t) d t+\int_{0}^{\pi} \rho(t) \rho(t) h(t) h(x) F(x, t) d x d t \\
= & \sum_{n=0}^{\infty} \frac{1}{\alpha_{n}}\left(\int_{0}^{\pi} h(t) g(t) c_{0}\left(t, \lambda_{n}\right) d t\right) \\
= & \sum_{n=0}^{\infty} \frac{Q^{2}\left(\lambda_{n}\right)}{\alpha_{n}} .
\end{aligned}
$$

Using (4.26) we get

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{Q^{2}\left(\lambda_{n}\right)}{\alpha_{n}}= & \int_{0}^{\pi} \rho(t) h^{2}(t) d t+\int_{0}^{\pi} \rho(t) g(t)\left[\int_{t}^{\pi} \rho(x) h(x) H(x, t) d x\right] d t \\
& -\int_{0}^{\pi} \rho(x) h(x)\left[\int_{x}^{\pi} \rho(t) g(t) \Phi(t, x) d t\right] d x
\end{aligned}
$$

Finally, in view of (4.24) and (4.25) we obtain

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{Q^{2}\left(\lambda_{n}\right)}{\alpha_{n}}= & \int_{0}^{\pi} \rho(t) h^{2}(t) d t+\int_{0}^{\pi} \rho(t) g(t)(g(t)-h(t)) d t \\
& -\int_{0}^{\pi} \rho(x) h(x)(h(x)-g(x)) d x=\int_{0}^{\pi} \rho(t) g^{2}(t) d t
\end{aligned}
$$

The lemma is proved.
Corollary 4.1. For arbitrary functions $f(x), g(x) \in L_{2}(0, \pi ; \rho)$ the following relation holds:

$$
\begin{equation*}
\int_{0}^{\pi} \rho(x) f(x) g(x) d x=\sum_{n=0}^{\infty} \frac{1}{\alpha_{n}} \int_{0}^{\pi} f(t) w_{1}\left(t, \lambda_{n}\right) d t \int_{0}^{\pi} g(t) w_{1}\left(t, \lambda_{n}\right) d t \tag{4.27}
\end{equation*}
$$

Lemma 4.3. The following relation holds:

$$
\int_{0}^{\pi} w_{1}\left(t, \lambda_{k}\right) w_{1}\left(t, \lambda_{n}\right) d t=\left\{\begin{array}{c}
0, n \neq k  \tag{4.28}\\
\alpha_{n}, n=k
\end{array}\right.
$$

Proof. 1) Let $f(x) \in W_{2}^{2}[0, \pi]$; consider the series

$$
\begin{equation*}
f^{*}(x)=\sum_{n=0}^{\infty} c_{n} w_{1}\left(x, \lambda_{n}\right) \tag{4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=\frac{1}{\alpha_{n}} \int_{0}^{\pi} f(x) w_{1}\left(x, \lambda_{n}\right) d x \tag{4.30}
\end{equation*}
$$

Using Lemma 3.1 and integration by parts we calculate

$$
\begin{aligned}
c_{n}= & \frac{1}{\alpha_{n} \lambda_{n}^{2}}\left(h f(0)-f^{\prime}(0)+w_{1}\left(\pi, \lambda_{n}\right) f^{\prime}(\pi)-w_{1}\left(\pi, \lambda_{n}\right) f(\pi)\right. \\
& \left.+\int_{0}^{\pi} w_{1}\left(x, \lambda_{n}\right)\left[-f^{\prime \prime}(x)+g(x) f(x)\right] d x\right) .
\end{aligned}
$$

From the asymptotic formulas for the $w_{1}(x, \lambda)$ and $\lambda_{n}$ (see [35]) we have

$$
c_{n}=O\left(\frac{1}{n^{2}}\right), \quad w_{1}\left(x, \lambda_{n}\right)=O(1)
$$

uniformly for $x \in[0, \pi]$. Consequently the series (4.29) converges absolutely and uniformly on $[0, \pi]$. According to (4.27) and (4.30) we obtain

$$
\int_{0}^{\pi} \rho(x) f(x) g(x) d x=\int_{0}^{\pi} g(t) \sum_{n=0}^{\infty} c_{n} w_{1}\left(t, \lambda_{n}\right) d t=\int_{0}^{\pi} g(t) f^{*}(t) d t
$$

Since $g(x)$ is arbitrary, we obtain $f^{*}(x)=f(x)$, i.e.

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n} w_{1}\left(x, \lambda_{n}\right) \tag{4.31}
\end{equation*}
$$

2) Fix $k \geq 0$ and take $f(x)=w_{1}\left(x, \lambda_{k}\right)$. Then, by virtue of (4.31)

$$
w_{1}\left(x, \lambda_{k}\right)=\sum_{n=0}^{\infty} c_{n_{k}} w_{1}\left(x, \lambda_{n}\right), \quad c_{n k}=\frac{1}{\alpha_{n}} \int_{0}^{\pi} w_{1}\left(x, \lambda_{k}\right) w_{1}\left(x, \lambda_{n}\right) d x
$$

Further the system $\left\{c_{0}\left(x, \lambda_{n}\right)\right\}_{n>0}$ is minimal in $L_{2}(0, \pi ; \rho)$ (see Theorem 2.2 of the previous section), and consequently, in view of (4.3) the system $\left\{w_{1}\left(x, \lambda_{n}\right)\right\}_{n \geq 0}$ is also minimal in $L_{2}(0, \pi ; \rho)$. Hence, $c_{n_{K}}=\delta_{n k}$, where $\delta_{n k}$ is a Kronecker symbol. The Lemma 4.3 is proved.
Lemma 4.4. For all $n, m \geq 0$

$$
\begin{equation*}
\frac{w_{1}^{\prime}\left(\pi, \lambda_{n}\right)}{w_{1}\left(\pi, \lambda_{n}\right)}=\frac{w_{1}^{\prime}\left(\pi, \lambda_{m}\right)}{w_{1}\left(\pi, \lambda_{m}\right)} . \tag{4.32}
\end{equation*}
$$

Proof. By the standard method (see [42]) we derive that

$$
\begin{aligned}
& \left(\lambda_{n}^{2}-\lambda_{m}^{2}\right) \int_{0}^{\pi} \rho(x) w_{1}\left(x, \lambda_{n}\right) w_{1}\left(x, \lambda_{m}\right) d x \\
= & {\left.\left[w_{1}\left(x, \lambda_{n}\right) w_{1}^{\prime}\left(x, \lambda_{m}\right)-w_{1}^{\prime}\left(x, \lambda_{n}\right) w_{1}\left(x, \lambda_{m}\right)\right]\right|_{0} ^{\pi} . }
\end{aligned}
$$

Taking into the account the Eq. (4.28), we set

$$
\begin{equation*}
w_{1}\left(\pi, \lambda_{n}\right) w_{1}^{\prime}\left(\pi, \lambda_{m}\right)-w_{1}^{\prime}\left(\pi, \lambda_{n}\right) w_{1}\left(\pi, \lambda_{m}\right)=0 . \tag{4.33}
\end{equation*}
$$

Clearly, if $w_{1}\left(\pi, \lambda_{m}\right)=0$ for a certain $m$, then $w_{1}^{\prime}\left(\pi, \lambda_{m}\right) \neq 0$, and in view of (79) $w_{1}\left(\pi, \lambda_{n}\right)=0$ for all $n$, which is impossible since $w_{1}\left(\pi, \lambda_{n}\right)=c_{0}\left(\pi, \lambda_{n}\right)+$
$\int_{0}^{\pi} W(\pi, t) \cos \lambda_{n} t d t \sim c_{0}\left(\pi, \lambda_{n}\right) \neq 0$ for $n \rightarrow \infty$. Hence, $w_{1}\left(\pi, \lambda_{n}\right) \neq 0$ for all $n \geq 0$. Then Eq. (4.33) implies (4.32). Denote

$$
\widetilde{H}=-\frac{w_{1}\left(\pi, \lambda_{n}\right)}{w_{1}\left(\pi, \lambda_{n}\right)} .
$$

From Eq. (3.8) we have that $\widetilde{H}$ is independent of $n$. Hence

$$
w_{1}^{\prime}\left(\pi, \lambda_{n}\right)+\widetilde{H} w_{1}\left(\pi, \lambda_{n}\right)=0, \quad n \geq 0
$$

Together with Lemma 3.1 and Lemma 4.2 this gives that numbers $\left\{\lambda_{n}, \alpha_{n}\right\}_{n>0}$ are the spectral data for the constructed boundary value problem $L\left(q(x), h, h_{1}\right)$. Clearly $\widetilde{H}=h_{1}$, where $h_{1}$ is defined by Eq. (4.6). Thus Lemma 4.4 is proved.

From the proof of the Lemma 4.4 we have the following algorithm for the construction the problem $L\left(q(x), h, h_{1}\right)$ by the spectral data $\left\{\lambda_{n}, \alpha_{n}\right\}_{n>0}$ :

1) Construct the function $F_{0}(x, t)$ and $F(x, t)$ by the formulas $(\overline{2} .5),(2.6)$.
2) Construct the function $W(x, t)$ as the unique solution of the main integral equation.
3) Calculate the function $q(x)$ and numbers $h, h_{1}$ by the formulas (4.4)-(4.6).

Note that the similar results can be obtained for the boundary value problems $L^{0}=L^{0}\left(q(x), h_{1}\right)$ and $L_{1}=L_{1}(q(x), h)$ for equation (2.1) with the boundary conditions

$$
y(0)=0, y^{\prime}(\pi)+h_{1} y(\pi)=0
$$

and

$$
y^{\prime}(0)-h y(0)=0, y(\pi)=0
$$

respectively.

## 5. Recovery of differential operators from two spectra

Boundary value problems $L, L^{0}$, and $L_{1}^{0}$ defined in the previous section are also can be recovered by its spectral data, in particular the following theorem hold:
Theorem 5.1. For real numbers $\left\{\mu_{n}^{2}, \alpha_{n_{1}}\right\}_{n \geq 0}$ to be the spectral data for a certain boundary value problem $L_{1}(q(x), h)$ with $q(x) \in L_{2}(0, \pi)$, it is necessary and sufficient that $\mu_{n} \neq \mu_{m}(n \neq m), \alpha_{n_{1}}>0$ and

$$
\begin{align*}
& \mu_{n}=\mu_{n}^{0}+\frac{d_{n_{1}}}{\mu_{n}^{0}}+\frac{k_{n_{1}}}{n}, \quad k_{n_{1}} \in \ell_{2}, \quad d_{n_{1}} \in \ell_{\infty},  \tag{5.1}\\
& \alpha_{n_{1}}=\alpha_{n_{1}}^{0}+\frac{t_{n_{1}}}{n}, \quad t_{n_{1}} \in \ell_{2} \tag{5.2}
\end{align*}
$$

are satisfied.
Let $\left\{\lambda_{n}^{2}\right\}$ and $\left\{\mu_{n}^{2}\right\}$ be the eigenvalues of $L$ and $L_{1}$ respectively. Then the asymptotic formulas (3.4), (3.5),

$$
\begin{align*}
& \lambda_{n}=\lambda_{n}^{0}+\frac{d_{n}}{\lambda_{n}^{0}}+\frac{k_{n}}{n}, \quad k_{n} \in \ell_{2}, \quad d_{n} \in \ell_{\infty}  \tag{5.3}\\
& \alpha_{n}=\alpha_{n}^{0}+\frac{t_{n}}{n}, \quad t_{n} \in \ell_{2} \tag{5.4}
\end{align*}
$$

hold, and we have the representations

$$
\begin{align*}
& \Delta(\lambda)=\mu^{+}(\pi)\left(\lambda_{0}^{2}-\lambda_{n}^{2}\right) \prod_{n=0}^{\infty} \frac{\lambda_{n}^{2}-\lambda^{2}}{\left(\lambda_{0}\right)^{2}}  \tag{5.5}\\
& d(\lambda)=\prod_{n=0}^{\infty} \frac{\mu_{n}^{2}-\lambda^{2}}{\left(\mu_{0}\right)^{2}} \tag{5.6}
\end{align*}
$$

for the characteristic functions $\Delta(\lambda)$ and $d(\lambda)$ of the problems $L$ and $L_{1}$ respectively.
Theorem 5.2. For real numbers $\left\{\lambda_{n}, \mu_{n}\right\}_{n>0}$ to be the spectra for certain boundary value problems $L$ and $L_{1}$ with $q(x) \in L_{2}(0, \pi)$ it is necessary and sufficient that Eq. (5.1), (5.2), (5.3), (5.4) and

$$
\begin{equation*}
\lambda_{n}<\mu_{n}<\lambda_{n+1}, \quad n \geq 0 \tag{5.7}
\end{equation*}
$$

hold. The function $q(x)$ and the numbers $h$ and $h_{1}$ can be constructed by the following algorithm:
i) From the given numbers $\left\{\lambda_{n}, \mu_{n}\right\}_{n \geq 0}$ calculate the numbers $\alpha_{n}$ by the formula

$$
\begin{equation*}
\alpha_{n}=-\frac{\dot{\Delta}\left(\lambda_{n}\right) d\left(\lambda_{n}\right)}{2 \lambda_{n}} \tag{5.8}
\end{equation*}
$$

ii) From the spectral data $\left\{\lambda_{n}, \alpha_{n}\right\}_{n \geq 0}$ construct $q(x), h$, and $h_{1}$ by the formulas (4.4)-(4.6).

Proof. The necessity part of Theorem 5.1 has been proved in [35] and in [6]. Let numbers $\left\{\lambda_{n}^{2}, \mu_{n}^{2}\right\}_{n \geq 0}$ satisfying the conditions (5.1), (5.2), (5.3), (5.4) and (5.7) are given. We construct the functions $\Delta(\lambda)$ and $d(\lambda)$ by the formulas (5.5) and (5.6) respectively, and calculate the numbers $\alpha_{n}$ by the formula (5.8). By using the asymptotic formulas for the characteristic functions $\Delta(\lambda)$ and $d(\lambda)$ we can prove that

$$
\alpha_{n}>0, \quad \alpha_{n}=\alpha_{n}^{0}+\frac{t_{n}}{n}, \quad t_{n} \in \ell_{2} .
$$

Then, by Theorem 3.1 there exists a boundary value problem $L=L(q(x), h, H)$ with $q(x) \in L_{2}(0, \pi)$ such that $\left\{\lambda_{n}^{2}, \alpha_{n}\right\}_{n \geq 0}$ are spectral data of $L$. Denote by $\left\{\mu_{n}^{2}\right\}_{n \geq 0}$ the eigenvalues of the boundary value problem $\widetilde{L}(q(x), h)$. Let us prove that $\mu_{n}=\widetilde{\mu_{n}}$. Let $\widetilde{d}(\lambda)$ be the characteristic function of $\widetilde{L_{1}}$. Then together with (5.8) we also have

$$
\alpha_{n}=-\frac{\dot{\Delta}\left(\lambda_{n}\right) \widetilde{d}\left(\lambda_{n}\right)}{2 \lambda_{n}} \quad(n \geq 0)
$$

and we conclude $d\left(\lambda_{n}\right)=\widetilde{d}\left(\lambda_{n}\right), n \geq 0$.
Consequently, the function

$$
Z(\lambda):=\frac{d(\lambda)-\widetilde{d}(\lambda)}{\Delta(\lambda)}
$$

is entire in $\lambda$. On the other hand using the estimations

$$
|d(\lambda)| \leq C \exp \left(|\operatorname{Im} \lambda| \mu^{+}(\pi)\right), \quad|\widetilde{d}(\lambda)| \leq C \exp \left(|\operatorname{Im} \lambda| \mu^{+}(\pi)\right)
$$

for certain $C>0$, and the estimation

$$
|d(\lambda)| \geq \widetilde{C_{\delta}}|\lambda| e^{\operatorname{Im} \lambda \mu^{+}(\pi) \mid}, \lambda \in G_{\delta},|\lambda|>\lambda^{*}
$$

for some fixed $\delta>0$, we get

$$
|Z(\lambda)| \leq \frac{C}{|\lambda|}, \lambda \in G_{\delta},|\lambda|>\lambda^{*} .
$$

Then using the maximum principle and Liouville's theorem we obtain $Z(\lambda) \equiv 0$, i.e. $d(\lambda) \equiv \widetilde{d}(\lambda)$, and consequently $\mu_{n}=\widetilde{\mu_{n}}, n \geq 0$. Theorem is proved.

## References

[1] E. N. Akhmedova, On representation of solution of Sturm-Liouville equation with discontinuous coefficients, Proc. Inst. Math. Mech. Natl. Acad. Sci. Azerb., 2002, 16(5-9), 208.
[2] E. N. Akhmedova and H. M. Huseynov, On inverse problem for Sturm-Liouville operator with discontinuous coefficients, Proc. of Saratov University, New ser., Ser. Math., Mech. and Inf., 2010, 10(1), 3-9 (in Russian).
[3] T. Aktosun, M. Klaus and C. van der Mee, Inverse wave scattering with discontinuous wave speed, J. Math. Phys., 1995, 36(6), 2880-2928.
[4] T. Aktosun, M. Klaus and C. van der Mee, Integral equation methods for the inverse problem with discontinuous wave speed, J. Math. Phys., 1996, 37(7), 3218-3245.
[5] R. Kh. Amirov, On Sturm-Liouville operators with discontinuity conditions inside an interval, J. Math. Analysis and Appl., 2006, 317(1), 163-176.
[6] R. Kh. Amirov and A. A. Nabiev, Inverse problems for the quadratic pencil of the Sturm-Liouville equations with impulse, Abstract and Applied Analysis, Article ID 361989, 10 pages, 2013: doi.10.1155/2013/361989
[7] R. S. Anderssen, The effect of discontinuous in density and shear velocity on the asymptotic overtone structure of torional eigenfrequences of the Earth, Geophys. J. R. Astr. Soc., 1997, 50, 303-309.
[8] L. Andersson, Inverse eigenvalue problems for a Sturm-Liouville equation in impedance form, Inverse Problems, 1988, 4(4), 929-971.
[9] R. Bellman and K. L. Cooke, Differential-difference equations, Academic Press, New York-London, 1963.
[10] R. Carlson, An inverse spectral problem for Sturm-Liouville operators with discontinuous coefficients, Proc. Amer. Math. Soc., 1994, 120(2), 475-484.
[11] C. F. Coleman and J.R. McLaughlin, Solution of the inverse spectral problem for an impedance with integrable derivative I, II, Comm. Pure Appl. Math., 1993, 46(2), 145-184, 185-212.
[12] J. B. Conway, Functions of One Complex Variable, Springer, New York, 1995.
[13] A. A. Darwish, On a direct and inverse scattering problem for a boundary value problem with discontinuous coefficient, New Zealand J. Math., 1996, 25(1), 114.
[14] W. Eberhard, G. Freiling and A. Schneider, On the distribution of the eigenvalues of a class of indefinite eigenvalue problems, Differ. Equ., 1999, 3(6), 1167-1179.
[15] G. Freiling and V. Yurko, Inverse Sturm-Liouville Problems and Their Applications, Nova Science Publishers, Inc., Huntington, NY., 2001.
[16] M. G. Gasymov, The direct and inverse problem of spectral analysis for a class of equations with a discontinuous coefficient, Non-Classical Methods in Geophysics, 37-44, Nauka, Novosibirsk, Russia, 1977.
[17] I. M. Guseinov and R. T. Pashaev, On an inverse problem for a second-order differential equation, Russian Math. Surveys, 2002, 57(3), 597-598.
[18] O. Hald, Inverse eigenvalue problems for the mantle, Geophys. J. R. Astron. Soc., 1980, 62, 41-48.
[19] O. Hald, Discontinuous inverse eigenvalue problems, Commun. Pure Appl. Math., 1984, 37, 539-577.
[20] R. O. Hryniv and Ya. V. Mykytyuk, Inverse spectral problems for SturmLiouville operators with singular potentials, Inverse Problems, 2003, 19, 665684.
[21] R. O. Hryniv and YA. V. Mykytyuk, Half-inverse spectral problems for SturmLiouville operators with singular potentials, Inverse Problems, 2004, 20, 14231444.
[22] R. J. Kruger, Inverse problems for nonabsorbing media with discontinuous material properties, J. Math. Phys., 1982, 23(3), 396-404.
[23] F. R. Lapwood and T. Usami, Free Oscillation of the Earth, Cambridge University Press, Cambridge, 1981.
[24] B. Ya. Levin, Lectures on Entire Functions, American Mathematical Society, Providence, 1997.
[25] B. M. Levitan, Inverse Surm-Liouville Problems, VNU Sci. Press, Utrecht, 1987.
[26] B. M. Levitan and I. S. Sargsyan, Introduction to Spectral Theory, AMS Transl. of Math. Monogr., 39, Providence, 1975.
[27] B. M. Levitan and M. G. Gasymov, Determination of a differential equation by two spectra, Uspehi Mat. Nauk., 1964, 19(2), 3-63.
[28] Kh. R. Mamedov, Uniqueness of the solution of the inverse problem of scattering theory for Sturm-Liouville operator with discontinuous coefficient, Proc. Inst. Math. Mech. Natl. Acad. Sci. Azerb., 2006, 24, 163-172.
[29] Kh. R. Mamedov, On an inverse scattering problem for a discontinuous Sturm-Liouville equation with a spectral parameter in the boundary condition Boundary Value Problems, Article ID 171967, 17 pages, 2010: doi:10.1155/2010/171967.
[30] Kh. R. Mamedov and N. Palamut, On a direct problem of scattering theory for a class of Sturm-Liouville operator with discontinuous coefficient, Proc. Jangjeon Math. Soc., 2009, 12(2), 243-251.
[31] V. A. Marchenko, Sturm-Liouville Operators and Their Applications, Naukova Dumka, Kiev English trans Birkhauser, Basel, 1977.
[32] J. R. McLaughlin, Analytical methods for recovering coefficients in differential equations from spectral data, SIAM Rev., 1986, 28(1), 53-72.
[33] A. McNabb, R. S. Anderssen and E. R. Lapwood, Asymptotic behavior of the eigenvalues of a Sturm-Liouville system with discontinuous coefficients, J. Math. Anal. Appl., 1976, 54(3), 741-751.
[34] A. A. Nabiev, Direct and inverse scattering problem fort he one dimensional Schrödinger equation withe energy dependent potential and discontinuity conditions, Proceedings of the Institute of Mathematics and Mechanics National Academy of Sciences of Azerbaijan, 2014, 40, 315-331.
[35] A. A. Nabiev and R. Kh. Amirov, On the boundary value problem for the Sturm-Liouville equation with the discontinuous coefficient, Mathematical methods in the Applied Sciences, 2013, 36, 1685-1700.
[36] A. A. Nabiev and Kh. R. Mamedov, On the Jost solutions for a class of Schroedinger equation with Piecewise-Constant Coefficient, Journal of Mathematical Physics, Analysis and Geometry, 2015, 11(3), 279-296
[37] A. A. Nabiev, S. Saltan and M. Gürdal, Characterization of the scattering data for the Sturm-Liouville operator, Mathematical methods in the Applied Sciences, 2014, 37, 2626-2637
[38] J. Pöschel and E. Trubowitz, Inverse Spectral Theory, Academic Press, New York, 1987.
[39] D. G. Shepelsky, The inverse problem of reconstruction of the medium's conductivity in a class of discontinuous and increasing functions, Advances in Soviet Math. 1994, 19, 209-231.
[40] C. Willis, Inverse problems for torsional modes, Geophys. J. R. Astron. Soc., 1984, 78, 847-853.
[41] V. A. Yurko, Integral transforms connected with differential operators having singularities inside the interval, Integral Transform. Spec. Funct., 1997, 5(3-4), 309-322.
[42] V. Yurko, A Inverse spectral problems for Differential Operators and Their Applications, Gordon and Breach, New York, 2000.
[43] V. Yurko, Integral transforms connected with discontinuous boundary value problems, Integral Transform. Spec. Funct., 2000, 10(2), 141-164.
[44] V. A. Yurko, On boundary value problems with discontinuity conditions inside an interval, Differ. Equ., 2000, 36(8), 1266-1269.


[^0]:    ${ }^{\dagger}$ the corresponding author. Email address: gurdalmehmet@sdu.edu.tr(M. Gürdal)
    ${ }^{1}$ Department of Mathematics, Faculty of Science, Cumhuriyet University, 58140 Sivas, Turkey
    ${ }^{2}$ Department of Mathematics, Faculty of Science, Suleyman Demirel University, 32260, Isparta, Turkey
    *This work is supported by the Scientific and Technological Research Council
    of Turkey (TUBITAK) with Project 113F366.

