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Abstract In this paper, considering series system of masked data under sim-
ple successive censored and multiple successive censored life test, the likelihood
function and maximum likelihood estimate are respectively proposed for se-
ries system composed of two units under two kinds of situations. One is the
series system composed of two units with constant failure rate, and the other
is the series system composed of two units with linear failure rate through the
origin. The approximate interval estimates of parameters are given by using
the method of likelihood ratio. Besides, the examples show the feasibility of
the methods through Monte-Carlo simulations.
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1. Introduction

In reliability analysis, we often estimate unknown parameters of the life distribution
of the system components through the analysis of the systems data. System life
test data includes two aspects, one is the failure time and the other is the failure
reason. Ideally, system life data should include both the failure time of the system
and the information of the specific unit which causes the entire unit and system to
fail. But most of the time, the unit that results in the system failure is not able to
be accurately identified, and people can only attribute the cause of system failure
to a collection of certain units, thus the real reason of system failure is masked. In
real life, since the cost of fault diagnosis and fault detection is expensive, especially
modular design is increasingly used in the modern system, the exact unit that
results in system failure is often unknown. We also encounter similar problems
when we study on the reliability of system in computer or integrated circuit and
so on. There are various reasons that result in masked data, such as inadequate
funding, time constraints, record errors, and lack of diagnostic tools and so on.
Therefore the statistical analysis of masked data becomes one of the hot topics in
recent years, and many scholars have done a very good job and made a series of
studies, specifically seeing [1-5,7-19,22-24].

In this paper, considering series system of masked data under simple succes-
sive censored and multiple successive censored life test, the likelihood function and
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maximum likelihood estimate are respectively proposed for series system composed
of two units under two kinds of situations. One is the series system composed of
two units with constant failure rate, and the other is the series system composed of
two units with linear failure rate through the origin. The approximate interval esti-
mates of parameters are given by using the method of likelihood ratio. Besides, the
examples show the feasibility of the methods through Monte - Carlo simulations.

2. Likelihood Function of Series System for Masked
Data

In order to establish models, we usually give following basic assumptions:
Assumption 1: The system is composed of J(> 1) independent units in series.
Assumption 2: The occurrence of masking is independent of the failure reason

and time.

Assumption 3: In system i, the lifetime of the j"unit is denoted by T;;, and
its corresponding density function, distribution function, failure rate function and
reliability function are respectively f;;(t), Fy;(t), hi;(t) and Fy;(t).

Since the random variable 7;; does not depend on 7, above density function, dis-
tribution function, failure rate function and reliability function can be respectively
denoted by f;(t), F;(t), h;(t) and Fj(t).

Considering that n series systems are put in the life test, each system has J
units. Let the random variable T;; be the lifetime of the j" unit in the i'" system,
and its observation value is denoted by ¢;;, i = 1,2,--- ,n,j = 1,2,--- ,J. Then
the lifetime T} of the i*" system is T; = min(T;y, Ty, -+, T;5), and its observation
value is denoted by ¢;,i = 1,...,n. Let S; be the set of units which cause the
failure of system 4 and s; is the realization of S;. Then the observation data include
(t1,81), (ta,82), -+, (tn, sn). If the set s; contains only one element or it is composed
of a single element, it indicates that the unit which causes the failure of system i is
known. If the set s; contains more than one element, it indicates that the life data
of units which cause the failure of system ¢ are masked.

Let K; be the exact unit that causes the failure of system 7. The density function,
distribution function, reliability function and failure rate function of the 7 unit
life are respectively denoted by f;(t), F;(t), F;(t) and h;(t). Assume that the life
distributions of units are independent of each other. Take J; = {1,2,--- ,j — 1,5+
1, J}

Therefore, according to [19], the simplified likelihood function of n series systems
can be denoted by

n

L(data) = [T D | £it) ] Fit)

i=1 | jes; leJ;
Since f;(t) = h;(t)F};(t), we have

J
L(data) = H Z [hj(ti)] Hﬁ'z(tv)
=1

i=1 | j€s;
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3. Statistical Analysis of Series System for Masked
Data under Simple Successive Censored Life Test

3.1. Likelihood function of series system for masked data un-
der simple successive censored life test

Considering that n series systems composed of two units are put in simple successive
censored life test, the failure reason of each system can be summed up in three
categories: s1 = {1}, s2 = {2}, s12 = {1,2}. When k; systems are failed, n;
systems randomly selected from n — k; systems that are not failed are evacuated
from testing site, and remaining n — k1 — ny systems continue the test. When
other ko systems are failed, n — k; — ny — ko systems that are not failed are all
evacuated from testing site. Thus the order failure time of all failure systems are
T1yT2 s Thys Thi+1s Thi42, " * > Tka+ko- Among k; failure systems in the first test,
r1 systems belong to class s; and their failure time are tq,t2,- - ,¢,,; 72 systems
belong to class sy and their failure time are t,,41,tr 42, ,tr,4ry; T3 Systems
belong to classsia and their failure time are tr, 4ry41,tr 4ro+2,** 5 bry£rytrs, Where
r1+7ro+73 = k1. Among ks failure systems in the second test, 4 systems belong to
class s; and their failure time are ¢5, 41, tk,+2, - -, tk,+r,; 5 Systems belong to class
59 and their failure time are tg, 4r 41, bk +ry+2,° * » tky+ra+rs; T6 Systems belong to
classsio and their failure time are tg, 4ry4rs+1, thyfratrs+2,° s bhy+ratrs+rg, Where
r4 + 75+ 16 = ko. The data form is shown in Table 1, where A denotes the number
of failure system in each test and B denotes system failure time according to the
classification of failure reason.

Table 1. Data Form of Series System for Masked Data under Simple Successive Censored Life Test

B | Failure time that Failure time that Failure time that
A | belongs to class s; | belongs to class s belongs to class s
kl t17 t27 e 7tr1 tr1+17 tr1+27 e atr1+r2 tr1+r2+17 tr1+r2+27
i atT1+T2+T3
ka tkl +1, tk1 +25 tk1 +ra+1; tk1 7442 tk’1 +ra+rs+1;s tk1 +rat+rs+2
by U ratrs s U ratrstrs

Theorem 3.1. Supposed that density function of the system is q(7) and survival
function is R(T), the density function, distribution function, reliability function
and failure rate function of the jt unit life in each series system are respectively
fi (), Fj(t), F;(t) and h;(t), j = 1,2,---,J. Besides, assuming that the life distri-
butions of units are mutually independent, n series systems composed of two units
are put in simple successive censored life test and the data form is shown as Table

1. Then the likelihood function of this situation is

k1 J k1+ho J
L(data) =Cy H Z [hj(t:)] HFl(tz) H Z [hj(t:)] H 1)
i=1 | jess =1 i=k1+1 | jess =1

< [R(i )™ [R(Thy gk, )] 770

k1+tka B Ty ki+r4
=c5 [T ITIE@ [T rts| TT |D. hit)
=1 Li=1 i=1 | jest imki+1 | jEst
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T1+72 ki+ratrs k1
< II [ 2ome | I1 [ Dom | I | 22wt
i=r1+1 | j€s2 i=ki+ra+1 | jEs2 i=ri+rz+1 | j€si2
k1+ka

< 1l > byt | [R(r))™ [R(7ayan,)]" 70

i=ki1+ra+rs+1 | jEs12

where Cy is a positive constant.

Proof. Supposed that C;",C;", C5 are positive constants, the joint density func-
tion of 7,79, - , Tk, 1S

kl J
= —k
glrimo ) = CF [T D2 il T] Fults) p [R(me)T" ™
i=1 | j€s; =1
When 1,72, -+, T, are given, Tg, 41, Thy+2, " > Thy+k, are the first ko observation

values from the censored distribution with sample size n — k1 — ny, which follow a
left censored distribution and its density function ¢;(7) and survival function Ry (7)
are respectively

R(t

a(r) =27 Ry = R())zk

Then we have

g(Tk1+17Tk1+2’ T 7Tk1+k2|TlaT2a T 7Tk1)
k1+k2

=Crt T )l [Ra (7)) "
i=k1+1

) J o _ —k1—ni1—k

._y+1{j§,[hj<ti>]Hmm}m(wb)}" ks
[R(7k, )]

k1+k2

I1 {Z [h; (t:)]

i=k14+1 | j€s; l

—_+
=C]

o

1
R

Rz
g(Tla T2y 3 Thys Thi+1s Thki 42, " 7Tk1+k2)

:g(Tla T2, ;Tkl)g(Tk1+17Tk)1+23 e 7Tk1+k2|7—177—27 e 7Tk1)

=8

=Crt

k1

J
:CQJFH Z [hj(ti)]HFl(ti) [R(7k,)]"™
3 =1

1=1 | jE€s4

k1+k2

J
< I D0 g ] Fits) g [R(rrgan))™ 7752
=1

i=k1+1 | JEsi

Therefore, under the situation that n series systems composed of two units are
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put in simple successive censored life test, the likelihood function is

L(data)
ki J k1 +ka J
=Cy H Z [h;(t:)] HFl(ti) H Z [h;(t:)] H 1(t:)
i=1 | jes; =1 i=ki+1 | je€si =1
x [R(7 )™ [R(7y 4] 72
1 2 r1+re
=Gy [T4 1D m| [[E@ p ] > i) | [T Foe)
i=1 JjESs1 =1 i=r1+1 JESs2 =1
k1 [ 2 B ki+ry B
< 1 Yo | [TARE y T |2 | [T A
i=ri+ra+1 | €51 =1 i=k1+1 | |j€s1 =1

ki+ratrs k1+ko

< 1 > i) | [T B 11 7 hit) | T] Fulta)
=1 =1

i=k1+r4+1 |J€s2 i=ki+ra+rs+1 JjEsi2

X R, )™ [R(rhy )"~

ki+tko [ 2 ~ r1 ki+ry r1+T2
=C5 TI ITTEE|TT D) | TT (Do m)| II | D] hit)
i=1 Li=1 i=1 | jes i=k1+1 |jes: im=ri+1 | jEss
kitratrs k1
S | R DRI B | N DRI
i=ki+ra+1 [jEs2 i=r1+ra+1 | jE€si2
k1+ka

<TI0 |22 mt) | B B

i=ki1+ra+rs+1 | jEs12

O

3.2. Statistical analysis of series system composed of two units
with constant failure rate

Supposed that the life of unit 1 is X and its failure rate is the constant «; and
the life of unit 2 is Y and its failure rate is the constant as, X,Y are mutually
independent and the life of series system is denoted by 7', T = min(X,Y’). Such n
series systems are put in simple successive censored life test. For ¢ > 0, we have
PT<t)=1-PT>t)=1-P(X >t,Y >1t)
=1-P(X >t)P(Y >t) =1—e “lem! =1 — g~ (artaz)t
P(T > t) = ¢~ (rte)t,

The likelihood function is L(data, oy, as),

k1+ko
L(data’ o, a2) :C’;r H {e—(aﬁ-az)ti]a71"1+7“4a£2+7°5 (al + OzQ)T3+r6
=1
% e—n1(041+0¢2)7'k1 e—(n—kl—n1—k’2)(041+0z2)7'k1+k-2
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(artan) 3
—(a14a t
:C;e 1tz i=1 a71”1+r4a£2+7"5 (al + OZQ)T3+T6
% efnl(aﬁ*ozz)‘rkl e*(nfkl7n1—k2)(a1+a2)7.k1+k2
k1+ka
In L(data, a1, az) =InCy — (a1 + az) Z ti+ (r +ra) Inag
=1
+ (re+7r5) Inag + (r3 + r6) In(ay + a2)

—ny(ag + ), — (n— k1 —n1 — ka) (1 + @2) Ty +kos

k1+k2
0ln L(data, aq, ag) ri+r4  T3+T6
; ot

— 1T
day a1+ ao H
- (Tl -k —ny - k2)7'k1+k2,
O1n L(data, aq, as) e ro+rs T3+ 7rs
=— > ti+ + — 1Tk
Oy = Qg Q) + o

— (nf kl — Ny — k2)7k1+k2~

Take dln L(data,al,ag) -0 dln L(data,ahag)
=Y

= 0, and we obtain following equa-

. (9041 Baz
tion set
kiths r147r r3+7r
— > L+ P B gy — (0= ki — na — ko) Thy 4k, = 0,
i=1
kiths ro+r r3+7re
— > i+ B — Ty, — (0 — k1 — g — ko) Tk, = 0.
i=1

By solving above equation set, the maximum likelihood estimate &1, ds of pa-
rameters aq, o are respectively

& r1+ 7y k1 + ko
1= )
71+ Ty e 4 s Rtk
! 4 2 5 ti +n17g, + (n — k1 —ng — kz) Thy+ko
i=1
. o+ 15 k1 + ko
Qo =

r1+ 1y +ro + ry kitke
ti + i, + (n— ki —ny — ka) Ty 4,
1=1

When a1 = ag = «, the likelihood function is

k1+ko
2c

L(data7 Ol) :C’;'e_ igl ti a?”1+T4+T’2+7‘5 (2a)T3+T6

« e—2an1Tk1 e—2a(n—]€1 —n1—k2)Tky +ko

k1+ko
20;67204 i§1 ti27«3+r5ak1+k‘2€—2an17—k1 e—2a(n—k1—n1—k2)7kl+k2,
ki+ko
In L(data, o) =InCy — 2« Z ti+ (rs+re)In2+ (k1 + k2) Ina — 2am; 1,
i=1

—2a(n—ki —n1 — k2) Thy ks



Statistical analysis of series system 755

k1+k2
dIn L(data, o ki + ko
(da)_le;tiJr « =217, — 2(n — k1 —n1 — k) Ty 4k,

Take % = 0, and we obtain following equation

k1+ko k +/€
1 2
—2 ,_El t; + o — 2N 7, —2(n—k1—n1—k2)7'k1+k2 =0.

By solving above equation, the maximum likelihood estimate & of parameter «
is

. 1 k1 + ko

&= §k1+k2 ’
Yo tit Ty, + (n— ki —n1 — k) Thy 4k,
=1

Then we use the method of likelihood ratio to construct interval estimate. That is,

under Hy : 6 = 0y, the asymptotic distribution of A = —21n {LL((QQP))} is x2(k), where

0 is k-dimension parameter.
If 0 is divided into 8 = (01,92)/, considering Hy : 61 = 619, the asymptotic

distribution of A = —21In {%} is x2(p), where 6, is p- dimension vector and
1,V2

0y (610) is the maximum likelihood estimate of 3 under Hy. Further, if parameter 6
is one-dimensional, under the hypothesis Hy : 6 = 6, the likelihood ratio statistic

A= -2In [LL((QOP))] approximately follows x?(1), where L(f) is likelihood function.
Significance test regards A as x?(1), and the larger value of A will result in rejecting
Hjy. The confidence interval of parameter # can be obtained by reversing this test.
The confidence interval of parameter  is the set of §p which satisfies A < 22(1). In
many situations, it indicates that it is very good to approximate A by using x?2, even
in the small sample situation. Such confidence interval is very close to the coverage
probability. For the given confidence level, the approximate interval estimate can
be obtained by using the method of likelihood estimate.

Example 3.1. Take a sample with sample size n = 30, k; = 15,711 = 3,12 = 8§,
ny = 3, ko = 10,74 = 2,75 = 5 The failure rates of two units are respectively
a1 = 0.3,as = 0.7. The failure data generated by Monte-Carlo simulation are
shown in Table 2.

Table 2. Failure Data of Example 3.1 Generated by Monte-Carlo Simulation

Test se- | Unit set causing sys- | System failure time
quence tem failure
s; = {1} 0.4889,0.1987,0.2535
1 si =142} 0.0045,0.0215,0.3567,0.4677,0.4378,0.1902
0.3636,0.3712
s ={1,2} 0.7105,0.2068,0.0943,0.6200
s; = {1} 0.7760,1.3733
2 si =1{2} 1.2968,0.9885,1.9497,2.0954,1.2176
si={1,2} 1.9114,1.7256,1.0921

Take 7 = 0.7105 and 75 = 2.0954. We can obtain &; = 0.2720 and &2 = 0.7071
by using the method presented in this paper. For the given confidence level 0.95, the
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approximate interval estimate of «; is [0.1788,0.3929], and the approximate interval
estimate of s is [0.4649,1.0216].

Example 3.2. Take a sample with sample size n = 50, k; = 20,7, = 12,75 = 3,
ny =4, ke = 25,74 = 16,75 = 4. The failure rates of two units are respectively
a1 = 0.8,as = 0.2. The failure data generated by Monte-Carlo simulation are
shown in Table 3.

Table 3. Failure Data of Example 3.2 Generated by Monte-Carlo Simulation

Test se- | Unit set causing sys- | System failure time
quence tem failure

s; = {1} 0.1424,0.0903,0.3951,0.1396,0.0945,0.0227
1 0.3921,0.2103,0.1130,0.1443,0.1327,0.3304

s;i = {2} 0.5540,0.4054,0.2833

s ={1,2} 0.1694,0.2428,0.0015,0.3621,0.0885

s; = {1} 1.0298,0.6336,1.2707,1.9890,0.7929,0.7839
2 1.9089,2.7638,1.8484,1.3079,0.9072,1.9543

1.4315,2.1746,0.8482,1.5311
si = {2} 1.5467,1.1269,1.0540,2.1112
s; =1{1,2} 1.0447,0.8464,1.1456,1.0617,1.9926

Take 71 = 0.5540 and 79 = 2.7638. We can obtain &; = 0.8108 and &o = 0.2027
by using the method presented in this paper. For the given confidence level 0.95, the
approximate interval estimate of v is [0.5964,1.0713], and the approximate interval
estimate of o is [0.1491,0.2678].

3.3. Statistical analysis of series system composed of two units
with linear failure rate (through the origin)

Supposed that the life of unit 1 is X and its failure rate is the linear function
1t of time t and the life of unit 2 is Y and its failure rate is the linear function fot
of time t, X,Y are mutually independent and the life of series system is denoted by
T, T =min(X,Y). Such n series systems are put in simple successive censored life
test. For t > 0, we have

PT<t)y=1-PT>t)=1-PX>t,Y >t)=1—-P(X >t)P(Y > 1)

-1 6*%51#6*%[52# -1 e*%(ﬁﬁrﬁz)t2

P(T > t) — e—%(ﬁﬁ-‘rﬂz)tz'

The likelihood function is

ki+ka  ki+ko . ,
L(data’ B, 52) :C’;‘ H ti H [e*§(ﬁ1+52)t1}6I1+T4I8£2+r5 (,81 + 62)r3+r6
=1 =1

% e*%nl(ﬁ1+52)751 e*%(n*kl*n1*k2)(ﬁ1+52)‘r£1+k2

k1+k2 —l(ﬁ1+B2)klik2 .2
:C’QJr H tiﬂ;1+r45§2+rs(ﬁ1+ﬁ2)T3+T63 2 =
i=1

% e_%nl (,31+/32)7';?1 e—%(n—kl —"1—k2)(61+,82)7'131+k2 ,
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k1+ko
In L(data, B1,82) =InCy + > Int;+ (r1+7r4)In 1 + (ra +75) In By
i=1
1 k1+k2 1
+ (rs +76) In(B1 + Ba) — 3 (Br+B2) Y t7— 5711(31 + Ba) i,
i=1

1
—5 (n— k1 —n1 — k2) (B1 + B2) i -

olnL(data,s;,8,) olnL(data,s;,B:)
Take e L2l =, T

N = 0, and we obtain following equa-

tion set
—”*T‘Hr—””ﬁ—1k1+k2t2—ln 2 —Lln—k —ny—ky)t? .. =0
B1 B1+pP2 2 = i 2Tk, 2 \n 1= m 2) Thitke — O
r2+7rs r3+7e6 1 il 2 1 2 1 2 _
Ba2 + BitBz 2 = ti —MTE T3 (n — ki —ni - k2) Thoi+ko — 0.

By solving above equation set, the maximum likelihood estimate Bl, Bg of pa-
rameters (1, Oz are respectively

~ 2 (Tl —+ 7‘4) (kl —+ kz)
/81 = ki +k )
1 2
(ri+ra+1r2+75) [ oot +(n—ki—ny — kg)T]§1+k2:|
i=1
5 2 (rg +15) (k1 + k2)
P = ko tk '
1 2
(ri+ry+r2475) { >t AT +(n =k —ny — k2)7131+k2:|
i=1
When g, = 2 = 3, the likelihood function is
k1+ko _8 kli’” £2
L(data, 3) :C;' H t; 871 gratTs (9 3) e =
i=1
> efnlﬂ‘r,zl ef(nfklfnlsz)BT,flJer’
k1+ka
In L(data, 8) =InCy + Z Int;+ (ri1 +r4) Inf+ (rg +7s5)Inpj
i=1
k1+k2
+(rs+re) 24 (rs+r)mB—p >
i=1

— 1B, — (n— k1 —ny — k2) BT7, 41,

Take %ﬁma,m = 0, and we obtain following equation

1 6 k1+k2
BZ’M— Z t?—l—nﬁfl+(n—k1—n1—k2)7'1?1+k2 =0.
=1 =1

By solving above equation, the maximum likelihood estimate B of parameter 3 is

B _ =1

b, 2 2
Z:1 t;+nmtg +(n =k —n1— k2)7k1+k2
1=
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Similarly, for the given confidence level, the approximate interval estimate can be
obtained by using the method of likelihood estimate.

Example 3.3. Take a sample with sample size n = 30, k1 = 15,71 = 3,75 = 8,
ny = 3, ke = 10,74 = 2,75 = 5. The failure rates of two units are respectively
81 = 03,82 = 0.7. The failure data generated by Monte-Carlo simulation are
shown in Table 4.

Table 4. Failure Data of Example 3.3 Generated by Monte-Carlo Simulation

Test se- | Unit set causing | System failure time
quence system failure
s; = {1} 0.4953 0.4180 0.2192
1 si =1{2} 0.6564,0.2372,0.7541,0.7249,1.1956,0.3422
0.9769,0.8106
s ={1,2} 1.1977,0.8176,0.6060,0.4481
s; = {1} 1.4837,1.5913
2 s = {2} 1.8266,1.2948,1.3446,1.2467,2.2476
si ={1,2} 2.1972,1.9985,1.3539

Take 71 = 1.1977 and 75 = 2.2476. We can obtain 4, = 0.2718 and (3 = 0.7067
by using the method presented in this paper. For the given confidence level 0.95, the
approximate interval estimate of £y is [0.1787,0.3927], and the approximate interval
estimate of 5y is [0.4646,1.0210].

Example 3.4. Take a sample with sample size n = 50, k; = 20,r; = 12,75 = 3,
ny = 4, ks = 25,14 = 16,75 = 4 The failure rates of two units are respectively
81 = 038,82 = 0.2. The failure data generated by Monte-Carlo simulation are
shown in Table 5.

Table 5. Failure Data of Example 3.4 Generated by Monte-Carlo Simulation

Test se- | Unit set causing | System failure time
quence system failure

si = {1} 0.6736,0.5309,0.8719,0.8313,0.9640,0.2261
1 0.3309,0.4422,0.6061,0.7097,0.3752,0.8517

s; = {2} 0.7862,0.9475,0.8827

s ={1,2} 0.6745,0.4890,1.0233,0.9490,0.4627

s; = {1} 2.7380,1.5915,1.0630,2.0555,1.5788,1.6056
2 2.0498,1.4826,1.4386,1.3401,1.5821,1.4145

1.3194,1.5537,1.0352,1.0766
si = {2} 1.4232,1.2368,1.5040,1.0554
s ={1,2} 1.3536,2.9902,1.8923,1.3090,1.5705

Take 7, = 1.0233 and 75 = 2.9902. We can obtain 3; = 0.7950 and S, = 0.1987
by using the method presented in this paper. For the given confidence level 0.95, the
approximate interval estimate of 1 is [0.5848,1.0504], and the approximate interval
estimate of 5y is [0.1462,0.2626].
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4. Statistical Analysis of Series System for Masked
Data under Multiple Successive Censored Life
Test

4.1. Likelihood function of series system for masked data un-
der multiple successive censored life test

Considering that n series systems composed of two units are put in multiple suc-
cessive censored life test, when kq systems are failed, ny systems randomly selected
from n — k; systems that are not failed are evacuated from testing site, and re-
maining n — k1 — ny systems continue the test. When other ko systems are failed,
no systems randomly selected from n — k1 — n; — ko systems that are not failed
are evacuated from testing site, and remaining n — k; — ny — ko — no systems
continue the test. The test is going on until k,, systems are failed for the m!"
time, then the test is stopped and the remaining systems that are not failed are
all evacuated from testing site. Thus, the order failure time of all failure systems
are T1,72, " > Thys Thyi+1> Thi4+2: """ > Thidkos " 7Tmzlk,,+1 Tmi k”” Z . The
test data is shown as Table 6, where kg = 0,79 = 0 k; > 1 ,n; > 0,1 = 1 2,---,m
and n,, is the number of systems that are not failed when the test is over at 1ast.

Table 6. Series System for Masked Data under Multiple Successive Censored Life Test

Sample size of | Order failure time Failure Sample size of evac-
test number uation
n T1y T2, 5 Thy k1 n
n—ki—n Thy+1, Thi 425" Thitks | K2 n2
n—ky —ny Thythot1s Thitkot2 " 5 | K3 n3
—kg —no Thy+kotks
n Trn—1 s Tin—1 , km Ny =
m—1 S kgl Y kg2 m—1
- Z (kn + ”n) . .n':oT m n=0 - Z (kn + nn)_km
n=0 ’ > ky 7n=0
n=0

Among k; failure systems in the first test, r1 systems belong to class s; and
their failure time are t1,%t2,- -, ¢, ; r2 systems belong to class sy and their failure
time are t,, 11, tr, 42, ,tr 4ry; T3 Systems belong to classsia and their failure time
are tr 4rotlsbrytrat2, s bry4rotrs, Where 1 + 79 + 73 = k1. Among ko failure
systems in the second test, r4 systems belong to class s; and their failure time
are tgy 41,k 42, bk +r,; 5 Systems belong to class sp and their failure time are
thybrat1s thytra+2, > thy+ra+rs; T6 Systems belong to classsi2 and their failure time
are tk1+7“4+7“5+17 tk1+T4+T5+Qv T 7tk1+7“4+7“5+7“67 where r4 + 75 + 16 = ko. Among km
failure systems in the mt test, ram—_o systems belong to class s; and their failure
time are t,,_; st coe gt ; T3m—1 Systems belong to class sg

E k’n+1 E kr1+2 772::0 kn+73m—2

and their fallure tlme are t,_1 stm_1 R
Z kn+13m— 2+1 > kn+ram_2+2 > kn+ram—2+73m-1

n= n=0 n=0
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73, Systems belong to classsis and their failure time are ¢,,_;

> kn+r3m—2+7T3m - 1+1
n=0

to—1 st , where 3, —2 +73m—1+7"3m =
Z kn+r3m—2+T3m— 1+2 Z kn+rsm—2+7r3m— 1+T3m

k . The data form is shown i 1n Table 7, where A denotes the number of failure sys-

tem in each test and B denotes system failure time according to the classification

of failure reason.

Table 7. Data Form of Series System for Masked Data under Multiple Successive Censored Life Test

B Failure time that Failure time that Failure time that
A | belongs to class s; | belongs to class so belongs to class s
kl tlv t27 tee 7t’l“1 t'r‘1+17 tr1+27 tee 7t7‘1+'r‘2 t’l“1+’r‘2+17 t’r‘1+’l”2+27
) tTl +ro+rs
k2 tk,l +1 tk‘l —+25 tk‘,l +ra+1s tk‘l +rs+25 tkl +ra+rs+1; tk‘l +ra+rs+25
s bty stk g bk dratrstre
km | tm_1 , tm—1 T
> kptl E kn+ram— 2+1 Z kn+7r3m—2+T3m— 1+1
n=0
";tm—l "',tml "',tml
> kn+ram—2 > kn+r3m—2+T3m_1 > kn+rsm—2+r3m—1+ram
n=0 n=0 n=0

Theorem 4.1. Supposed that density function of the system is q(7) and survival
function is R(T), the density function, distribution function, reliability function
and failure rate function of the jt" unit life in each series system are respectively
fi(t), F;(t), F;(t) and h;(t). Besides, assuming that the life distributions of units
are mutually independent and J; = {1,2,--- ,j—1,5+1,--- ,J}, n series systems
composed of two units are put in multiple successive censored life test and the data

form is shown as Table 7. Then the likelihood function of this situation is

J k1+k2 J
L(data) C+H St [T At § Ree)™ [T 4SS il [T Fice)
i=1 | jEs; =1 i=k1+1 | j€s: =1
mi2kn+km71 N —1
n=0 J
< R o)™ [ S ) [[E) ¢ |R(rws )
1 L - S
m JES; =1 n=0
i= > kp+1
n=0
m—1 m—1
> knt+km n— >, (kn+ny)—km
n=0 J ~ n=0
< ] Z[hj(ti)]n () o | B(Te ) ;
JES; =1 n=0

m—1
i= Y knp+1
n=0

where C} is a positive constant.

Proof. When m = 2, the theorem can be proved by Theorem 3.1.
Supposed that the theorem is true for m > 3, we need prove that the theorem
is also true for the m + 1 test.
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Since the joint density function of 71, 7o, -« |, Thy s Thy+1s Thy42, " s Thytkay " " s
Tm—1 s Trm—1 y T m is
2 kol 3T kgt2 > ky
n=0 n=0 n=0
9(7'1, T2 5 Thys Thy4+1 Thi 425" s Thy+koy """ aT’"Lil kn—i-l, Tmil kn+27 e Ti kn)
n=0 n=0 n=0
k1 J k1+ko J
=CH IS D0 il [T Futo) p (R(me)I™ T 4 D0 (i)l ] Fut)
i=1 | j€si =1 i=k1+1 | j€s; =1
'nil kT[+k’"l
n=0 J
X [R(Thy48)]™ -+ H {Z [h;(t:)] HFl(tz)
m—1 JES; =1
i= > kp+1
n=0

m—1
n— 32 (kptng)—km
n=0

X |R(Tm ) ,

kﬂ
n=0
the life of remaining systems that are not failed in the test follow a left censored dis-
tribution when T1,T2y " 35 Thkyy Thi+1y Tki4+25 """ yTki4koy " » Tm—1 sy Tm—1 y T
Y k1 S kyt2
n=0 n=0

Tm  are given, and its density function ¢,,(7) and survival function R,,(7) are

°n

7n=0
respectively
q(7) R(7)
T) = Ry (1) = T>Tm
2 ky 2 kny n=0
n=0 n=0
Then 7 m ,T m S, Tm are the first k,,,+1 observation values from
kn+1" > knp+2 > kptkmia
n=0 n=0 n=0
m
this censored distribution with sample size n — k, + n,). Thus, we have
p n n )
n=0
Tm Tm e Tm TLy T2y s Thys Thitls Thit2,*** 3Tl
g( > kn+1’ 5 kn+2’ ) Ek77+km+1| ) ) s Tk Thki4+1s Tk14+25 s Thki+kas
n=0 n=0 n=0
Tm—1 s Tm—1 st T m )
> kgl Y k42 > ky
n=0 n=0 n=0
m m
nEO kntkmi1 J n— ZO (kn+ny)—kmi1
= n=
, _
=cr 1 > i [ Filti) p [R(Tmss )
m, jEsi =1 2 ke
i=Y" kpt1 n=0
n=0
and
g(Tla"'77-/61)7761-‘4-1""7Tk1+k27"'a7—m*1 s T m , T m st Tmal )
> k1 2 kn 30 kgt > kny
n=0 n=0 n=0 n=0
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k1 J k1+k2 J
=Ch [19 D0 sl TT Fto) p (R ))™ TT D sl [T Bt
i=1 | jE€s; =1 i=ki1+1 | JE€s; =1

milkn+km Nom,
n=0 J B

JUCAS) [T X menIlae (R, )
m—1 JES; =1 n=0 "
i= > knp+1
n=0

i kn+km+1 n— i (kn+7ln)_km+l
n=0 J B n=0
< I X e IAE) R ) ,
n=0

where C;” and C,}, ,, are positive constants.
According to the induction method, it can be proved that Theorem 4.1 is true.
O

4.2. Statistical analysis of series system composed of two units
with constant failure rate

Supposed that the life of unit 1 is X and its failure rate is the constant «; and
the life of unit 2 is Y and its failure rate is the constant as, X,Y are mutually
independent and the life of series system is denoted by T, T = min(X,Y’). Such n
series systems are put in multiple successive censored life test. For ¢ > 0, we have

PT<t)=1-P(T>t)=1-P(X>t,Y >t)=1—P(X > t)P(Y > 1)
=1— e Mtgmt =1 _ g (ataz)t

P(T > t) = e~ (a1Fa2)t,

The likelihood function is L(data, oy, as)

L(data, aq, as)

m

> ky
=0

n
:C;; H I:e_(a1+a2)tij|04;1+r4+m+7‘3m72Oé;-2+7-5+m+7‘3m71(Oél + a2)7“3+7"6+~~+r3m
i=1

m—1
—[n— 3 (ky+ny)—km | (c1+a2)T m
—ni(a1+a)T —na(a1+a2)T n=0 > kn
% e~ Mla1ta2) e p—na(ar+o2) e 4k, |

e n=0
ok
ngo K
—(aitaz) > ot
:C'jp;e = a?1”1+T4+ +T‘3m—2a£2+7’5+ +T3m—1(a1+a2)m+re+ +73m

m—1
—|n= 3 (kn+ny)—km |(@1+a2)T m
n=0 20 kn
n=

% e—n1(a1+a2)m1 e—n2((¥1+(¥2)7'k'1+k2 .. ,

‘e
In L(data, aq, as)

Mz

kn

n=0

:lIIC:,rL*(Oélﬁ’OLQ) ti+(7’1+7’4+"'+’l"3m_2)1n011

«
Il
-
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+(ro+rs+ -+ ryme1)lnas + (rs+re+ -+ r3m) In(ar + as)

—ny(on + a2)Th, — nelar + Qo) Thy 4k — - - -

m—1
—n =" (ky+ny) = km (0<1+042)T;£ .
n=0 =0
Oln L(data, a1, as)
80[1

"N ri4+rat o+ r3me2 T3+ Te 4+ Tam
_ Z g4 LT 3m-2 | T3+ 76 3
i=1

o o1 + g
m—1
— MAThy — N2Thy4hy — " — [N — E (ky 4+ nn) — km Ta
n=0 n=0 K
Oln L(data, a, ag)
8&2
X kn
=
To+ 75+ A+ T3m_1 | T3 +Te T+ T3m
= t; + +
— a2 Qi + aeg
i=1
m—1
— MY TR, — M2Thytky — " — |1 — g (ky +ny) — km TE
n=0 n=o
Take an(dgta’al’w) =0, oinL(data,on.an) _ 0, and we obtain following equa-
. ] 30(2
tion set
m
2 kn
n=
_ . ri+rat-4r3m—2 r3+r6+-+ram
Z ti+ [e51 + artaz .
=1
m—1
TNATky = 2Tk +ky — °°° = | — Z (kn +n7]) — km, 7—72”': & =0,
n=0 = n
> kn
=
- . ro+Ts+ A Tr3m—1 r3+ret-+r3m
Z ti+ az + aytaz
i=1
m—1
—N1Thy — N2Thy4ky — - — [ — > (ky+ny) —kn Te, = 0.
n=0 = n

By solving above equation set, the maximum likelihood estimate &1, do of pa-
rameters aq, o are respectively

LTy A T2

d =
! rit+regt+ o+ r3m_2F+reot+rs o+ r3m—1
m

X — = ,
> ky
n=0 m—1
Dot naTe FnoThdk, oo+ n— D (ky+ny) —ky| Tm
i=1 n=0 > ky

n=0
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764
G — o+ 75+ T3m—1
2Tt o Pama T2 s T
m
X — =
> ky
n=0 m—1
dooti T ek gk, + o [n— D0 (kytng) — k| Tm
i=1 n=0 WZZZO’%

When a7 = as = a, the likelihood function is

> kn
T s
—2a ti Ti _
L(data, o) =C;f2rstret trsme S @ist eI
m—1
—2|n— 3 (kn+ng)—km|aT m
—2n20Tky +ky n=0 ngo Fn
X e Lo e R

n
n=0 3m
In L(data,a) =InC + (r3 + 76 + -+ 4+ r3m) In2 — 2a Z t; + Zri In
i=1 i=1

m—1
— 2N1QT, — 2N20Tky 4hy — * — 2 [n — Z (ky +ny) —km ozTg L
n=0 n=0 "

Take % = 0, and we obtain following equation

m
> ky

n=0 3m

1
-2 Z ti+az7"i*2n17’kl 727127']“_1_]@2 — e

i=1 =1

m—1
—2{n->" (k,,—i—n,,)—km] e =0
n=0 n=0

By solving above equation, the maximum likelihood estimate & of parameter «

is

3m
Z T3
=1

. 1
=9
> ky
n=0 m—1
Z ti + 1Tk, +NaThy kg + -+ [N — Z (kn—l—n,,) — k| Tm
i=1 n=0 T,Z::ok"

Similarly, for the given confidence level, the approximate interval estimate can be
obtained by using the method of likelihood estimate.

Example 4.1. Take a sample with sample size n = 50, k1 = 15,71 = 2,73 = 8,
ny =2, ko = 10,74 = 1,75 = 4, ng = 2, ks = 20,77 = 3,73 = 12. The failure
rates of two units are respectively a; = 0.2, = 0.8. The failure data generated
by Monte-Carlo simulation are shown in Table 8.
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Table 8. Failure Data of Example 4.1 Generated by Monte-Carlo Simulation

Test se- | Unit set causing | System failure time
quence system failure
si ={1} 0.1846,0.0120
1 si = {2} 0.1219,0.0351,0.0060,0.0130,0.0098,0.0443
0.1302,0.1197
s =1{1,2} 0.1558,0.1481,0.2104,0.0812,0.2008
s ={1} 0.3222
2 s = {2} 0.4962,0.2909,0.4560,0.5013
s ={1,2} 0.3301,0.4680,0.4236,0.3954,0.3805
s; ={1} 1.9587,2.8490,2.5376
3 s = {2} 0.6373,0.8952,3.1753,0.8103,3.9137,0.9385
2.7328,3.6605,1.5347,1.5345,1.0900,0.8458
s; =11,2} 0.7411,1.5444,0.5300,0.9174,1.6165

Take 71 = 0.2104, 75 = 0.5013 and 73 = 3.9137. We can obtain &; = 0.1985
and &y = 0.7940 by using the method presented in this paper. For the given
confidence level 0.95, the approximate interval estimate of ay is [0.1460,0.2623],
and the approximate interval estimate of ay is [0.5841,1.0491].

Example 4.2. Take a sample with sample size n = 90, k; = 30,7, = 8,72 = 12,
ny = 2, kg = 25,74 = 6,75 = 9, ng = 2, k3 = 30,77 = 10,73 = 15. The failure
rates of two units are respectively a; = 1, = 1.5. The failure data generated by
Monte-Carlo simulation are shown in Table 9.

Table 9. Failure Data of Example 4.2 Generated by Monte-Carlo Simulation

Test se- | Unit set causing | System failure time
quence system failure
si = {1} 0.0030,0.0451,0.0524,0.0867,0.0852,0.0248
1 0.0015,0.1595
s; = {2} 0.1268,0.0669,0.1185,0.0708,0.1262,0.0333
0.1065,0.1806,0.0556,0.0910,0.0384,0.0698
s ={1,2} 0.1118,0.1131,0.0029,0.1357,0.1656,0.0457
0.1139,0.0695,0.0823,0.1770
s; = {1} 0.3748,0.3479,0.2692,0.2473,0.3738,0.3598
2 s; = {2} 0.1922,0.3915,0.3658,0.2778,0.2731,0.3162
0.2321,0.2625,0.2024
s ={1,2} 0.2083,0.3913,0.1913,0.2998,0.3429,0.4557
0.2606,0.3999,0.2469,0.3633
si ={1} 0.6252,1.3080,0.9998,1.0296,0.7108,0.5500
3 0.5395,0.7954,0.5979,0.7488
si = {2} 0.5306,0.5319,0.6702,0.6060,1.0256,0.4831
0.4558,0.6885,0.6298,1.4121,0.9763,0.4572
1.0035,1.1605,0.6728
s =1{1,2} 1.0485,0.5651,1.0927,0.6417,0.4948

Take 7 = 0.1806, 79 = 0.4557 and 73 = 1.4121. We can obtain &; = 0.9459
and &o = 1.4189 by using the method presented in this paper. For the given
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confidence level 0.95, the approximate interval estimate of «; is [0.7589,1.1615],
and the approximate interval estimate of «y is [1.1383,1.7423].

4.3. Statistical analysis of series system composed of two units
with linear failure rate(through the origin)

Supposed that the life of unit 1 is X and its failure rate is the linear function ;¢
of time t and the life of unit 2 is Y and its failure rate is the linear function Bt of
time t, X,Y are mutually independent and the life of series system is denoted by

T, T = min(X,Y). Such n series systems are put in multiple successive censored
life test. For t > 0, we have

PT<t)=1-PT>t)=1-PX>t,Y >t)=1—-P(X >t)P(Y > 1)
—-1— e—%ﬂthe—%ﬁztz -1 e—%(51+[32)t2’

P(T > t) = e~ 3462,

The likelihood function is L(data, 81, 82)

2 ko 320 kg
n=0 n=0
1 2 e, P
L(data, 61752) :Cvjr_z t; H |:e_§(f61+/32)ti}5;1+r4+ +7r3m 26;2+T +tram—1
i=1 i=1

X (B1 + Bo)rstret Hrom o= gma (Bt

m—1
_% |:n— >° (ky+ng)—km (51+/B2)T2m
% e*%n2(ﬁ1+52)‘r;§1+k2 e n=0 n:okn
55k
n=0
:C’Jr H tiﬂzl+r4+"'+r3m—2 ;2+T5+"‘+T3m—1([31 + 52)T3+T6+-..+T3m
m
=1
ngo &
_1 2
< e 3 (B1+B2) igl tie_%n1(51+52)7—§1
m—1
) =3[ X (abrn) =k | (B1+82) 7%
% e*%n2(ﬁ1+52)7'k1+k2 e n= o n,
55 ko
n=0
In L(data, 81, 82) =InCf, + > Inti+ (ry+ra+ -+ rgm—2)In By
=1
+(ro+rs+- - +r3m_1) InfBo+ (r3+ 7164+ 73m) In(B1 + B2)
5 ko
=0

5B+ o) > - (B o), — smaBy - Bo)h

m—1
1
—— g |n- ;(kww)—km (Bi+ BT,
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Take ahw(dggfﬁl’ﬁ?) =0, oln L(data,pi.fy) _ 0, and we obtain following two

. B2
equations
PLAT A+ Tame2 | T3t Tt +Tam 1N o 1 5 1 4
B - B1 + B2 2 Z b ™M 52Ttk
i=1
1 m—1
—-~-—2[n—2(/€n+nn)—km172§k =0,
n=0 w0
Pod st Tasmo1 | TstTet tram L~ 0 1 5, 1
; L B e
i=1

1 m—1
— . — n — k +n —k'm T2m =0.
2 [ Z ( n ”7) ] ,,Eokn

n=0

By solving above equations, the maximum likelihood estimate Bl, Bg of param-
eters (31, B2 are respectively

- 2(r1+ra+ - 4 13m-2)
(ri+- +rsmot+ro+ - +r3m_1)
m
2.k
X m T,i ’
> ky
n=0 m—1
> t?+n177?1 Fotn= 3 (kA ng) = k| T
i=1 n=0 2, *n
n=0
. 2(rg+ 75+ -+ r3m-1)
(7"1 _|_..._|_7*3m_2—|—7’2+"'+7’3m—1)
m
5 k,
X ot
5 ko
n=0 m=1
YT 4t n— X (kg ) — | T
i=1 n=0 )
n=0
When 81 = 82 = 3, the likelihood function is L(data, 8)
5k
n=0
L(data, 8) —o+ t,8m +rate+r3m—2 /87’2“!‘7”5“!‘“"‘!‘7’377171 (2ﬂ)7'3+T6+"'+T3771
k) m
i=1
ngo " 5
% €_B igl ti 67n1ﬁ7—131 efnzﬁ"'lflwcrz .

m—1
—|n— 2 (kptng)—km BTm
n=0 > kn
X e n=0

)
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m
> ky
n=0 3

In L(data, 8) =InC;\ + (r3 + 76 + - + r3m) In2 + Z Int; + Zri In g8
i=1 i=1

n=0

2 2 2
-8 Z t; — nlﬁTkl - n2ﬁ7'k1+k2 -
i=1

m—1
—|n=> (kn+nn)km] ﬂr%i

n=0 "

n=0

Take %ﬁam,ﬁ) = 0, and we obtain following equation

m

>k,
1 3m 7n=0 ' m—1
2 2 2 2 _
3 g T — E t =N, —NaTf gy —— | — E (ky + 1) — ki Tik =0.
i=1 i=1 n=0 =0 n

By solving above equation, the maximum likelihood estimate B of parameter [ is

3m
doTi
B = i=1
> Ky
T o 2 2 S 2
> ATy A neTl g, ot = X (kytng) =k | T,
i=1 n=0 2 ky
n=0

Similarly, for the given confidence level, the approximate interval estimate can be
obtained by using the method of likelihood estimate.

Example 4.3. Take a sample with sample size n = 50, k1 = 15,71 = 2,75 = 8,
ny =2, ko = 10,74 = 1,75 = 4, ng = 2, kg = 20,77 = 3,73 = 12. The failure
rates of two units are respectively 51 = 0.2, 82 = 0.8. The failure data generated
by Monte-Carlo simulation are shown in Table 10.

Table 10. Failure Data of Example 4.3 Generated by Monte-Carlo Simulation

Test se- | Unit set causing | System failure time
quence system failure
s = {1} 0.1938,0.7600
1 si = {2} 0.7212,0.2612,0.3687,0.7175,0.7395,0.7201
0.3781,0.6429
s =1{1,2} 0.5810,0.5940,0.3937,0.8475,0.7733
s = {1} 1.0007
2 s; = {2} 0.9745,1.0284,1.3319,0.9477
s =11,2} 1.2863,0.9654,0.9172,1.2315,1.1587
si = {1} 1.5038,2.1023,1.8286
3 s; = {2} 1.4024,1.4239,2.1741,2.1165,1.3600,1.6100
1.6754,2.2375,1.4245,2.0463,1.5817,1.4172
s; ={1,2} 1.5727,1.7111,1.9628,1.8020,2.1309
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Take 71 = 0.8475, 7o = 1.3319 and 73 = 2.2375. We can obtain Bl = 0.1981
and BQ = 0.7926 by using the method presented in this paper. For the given
confidence level 0.95, the approximate interval estimate of 5 is [0.1457,0.2618], and
the approximate interval estimate of B2 is [0.5830,1.0472].

Example 4.4. Take a sample with sample size n = 90, k; = 30,7, = 8,12 = 12,
ny =2, ky = 25,14 = 6,75 =9, ng = 2, kg = 30,77 = 10,7g = 15. The failure
rates of two units are respectively 51 = 1, 82 = 1.5. The failure data generated by
Monte-Carlo simulation are shown in Table 11.

Table 11. Failure Data of Example 4.4 Generated by Monte-Carlo Simulation

Test se- | Unit set causing | System failure time
quence system failure
s = {1} 0.1762,0.4655,0.4000,0.3229,0.1830,0.4451
1 0.4401,0.4510
si ={2} 0.2987,0.4164,0.4385,0.0654,0.1946,0.4461
0.3597,0.0582,0.4614,0.2980,0.4915,0.4012
s; =11,2} 0.2553,0.1579,0.4901,0.3960,0.4408,0.3044
0.1350,0.4905,0.4295,0.1735
s; = {1} 0.9038,0.6017,0.6754,0.5660,0.7231,0.8329
2 s; = {2} 0.5245,0.8517,0.7625,0.6666,0.5831,0.6102
0.6465,0.8800,0.5530
s ={1,2} 0.5431,0.9016,0.7068,0.6961,0.6531,0.8605
0.8849,0.6156,0.5019,0.7685
s; = {1} 0.9945,0.9383,1.0221,1.0142,1.1148,1.3042
3 1.1923,1.0089,1.6280,1.1317
si = {2} 1.0803,1.2400,1.2909,0.9228,0.9356,1.0826
1.4332,1.6597,1.0117,1.0644,1.4115,1.4543
1.1966,1.5895,0.9049
s; =11,2} 1.1811,1.5671,1.4879,1.7217,1.3354

Take 7, = 0.4915, 75 = 0.9038 and 73 = 1.7217. We can obtain 3; = 0.9875
and BQ = 1.4812 by using the method presented in this paper. For the given
confidence level 0.95, the approximate interval estimate of 5 is [0.7921,1.2125], and
the approximate interval estimate of S5 is [1.1882,1.8187].
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