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Abstract In this work we study the existence of nontrivial solutions for a
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1. Introduction

In this paper we study the Caputo-Fabrizio-type fractional integral boundary value
problem CFR

0 D
αz(t) + f(t, z(t)) = 0, 0 < t < 1,

z(0) = 0, z(1) =
∫ 1

0
g(t, z(t))dγ(t),

(1.1)

where CFR
0 D

α is the Caputo-Fabrizio-type fractional derivative with α ∈ (1, 2) and
the functions f, g, γ satisfy the conditions:

(H0) f, g ∈ C([0, 1]× R,R),
(H1) γ(t) is a nondecreasing and nonconstant function on t ∈ [0, 1].
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Fractional calculus is a major research field, and many physical problems have
been expressed using fractional calculus. The main reasons for using fractional
derivative models are that many systems show memory, history, or nonlocal effects,
which can be difficult to model using integer order derivatives. Caputo and Fabrizio
presented a new definition of fractional operator without a singular kernel based
on the decay exponential law, the Caputo-Fabrizio fractional-order operator, and
for recent results we refer the reader to [1–21] and the references therein. For
example, in [1] the authors studied the following system of nonlinear fractional
derivative equations of the COVID-19 mathematical model involving the Caputo-
Fabrizio fractional derivative

CFR
0 D

αS(t) = −(ω + ν)S − µIS,
CFR

0 D
αV(t) = νS − (1− ε)µV,

CFR
0 D

αI(t) = µSI − (η + ω)I,
CFR

0 D
αR(t) = νS + ηI,

CFR
0 D

αD(t) = $I,

with the initial conditions

S(0) = S0, V(0) = V0, I(0) = I0, R(0) = R0, D(0) = D0.

They investigated the existence, uniqueness, and stability of the solution for the
above system by means of fixed point theorems.

In [2] the authors studied the nonlinear coupled system of fractional q-integro-
differential equations involving the derivation and integration of fractional Caputo-
Fabrizio

CFR
0 D

β1u(t) = ϕ1

(
t, u(t),CFR

0 D
α1v(t),CFR

0 I
γ1u(t), Iψ1

q1 v(t)
)
, t ∈ (0, 1],

CFR
0 D

β2v(t) = ϕ2

(
t, v(t),CFR

0 D
α2u(t),CFR

0 I
γ2v(t), Iψ2

q2 u(t)
)
, t ∈ (0, 1],

(1− q1)λ1
κ1∑
l=0

ql1u
(
ql1λ1

)
= c1, λ1 ∈ (0, 1],

(1− q2)λ2
κ2∑
l=0

ql2v
(
ql2λ2

)
= c2, λ2 ∈ (0, 1],

and they used some fixed-point methods to obtain the existence, uniqueness, and
continuous dependence of solutions for their problem.

In [3] the authors used the consecutive interval division and the midpoint ap-
proach to study a problem involving the Caputo-Fabrizio derivatives{

CFR
0 D

αy(t) = f(t, y(t)), if t ∈ (0, 1],

y(0) = y0, if t = 0,

where f : [0, 1]×R→ R is a continuous function. In [4] the author discussed positive
solutions for (1.1) with nonnegative nonlinearity f and γ(t) ≡ 0, t ∈ [0, 1], and using
the Guo-Krasnosel’skii fixed-point theorem, the author obtained existence theorems
under the following growth conditions:

(HWang1) limz→0 mint∈[0,1]
f(t,z)
z = +∞, limz→+∞maxt∈[0,1]

f(t,z)
z = 0,

(HWang2) limz→0 maxt∈[0,1]
f(t,z)
z = 0, limz→+∞mint∈[0,1]

f(t,z)
z = +∞.
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Motivated by the aforementioned works, in this paper we use topological degree
methods to study the existence of nontrivial solutions for the Caputo-Fabrizio-
type fractional integral boundary value problem (1.1). We first study a new linear
operator, which can include the integral boundary condition, and then using some
conditions concerning the spectral radius of the linear operator, some existence
theorems are derived. Our nonlinearities f, g need to satisfy some growth conditions
(see (H2)-(H5) in Section 3), but they can be sign-changing, and in addition they
are more general than (HWang1)-(HWang2).

2. Preliminaries

In this section, we only present the definitions of the left Caputo-Fabrizio-type
fractional derivatives in the left Riemann-Liouville sense. For more details, we refer
the reader to [5, 6].

Definition 2.1. Let f ∈ H1(a, b) with a < b, and α ∈ [0, 1]. Then the α-order
left Caputo-Fabrizio-type fractional derivative in the left Riemann-Liouville sense
is defined by: (

CFR
a D

αf
)

(t) =
B(α)

1− α
d

dt

∫ t

a

f(x)e

[
−α (t−x)α

1−α

]
dx,

where B(α) > 0 is a normalization function satisfying B(0) = B(1) = 1.
Definition 2.2. Let n < α ≤ n + 1 and f be such that f (n) ∈ H1(a, b),

β = α − n. Then β ∈ (0, 1] and the α-order left Caputo-Fabrizio-type fractional
derivative in the left Riemann-Liouville sense is defined by:(

CFR
a D

αf
)

(t) =
(
CFR
a D

βf (n)
)

(t).

Lemma 2.3(see [4]). Let h, V ∈ C[0, 1], and α ∈ (1, 2). Then the boundary
value problem CFR

0 D
αz(t) + h(t) = 0, 0 < t < 1,

z(0) = 0, z(1) =
∫ 1

0
V (t)dγ(t)

has a solution in the form:

z(t) =

∫ 1

0

G(t, s)h(s)ds+ t

∫ 1

0

V (t)dγ(t),

where

G(t, s) =
1

2B(β)

{
2(1− β)s(1− t) + βt(1− s)2 − β(t− s)2, 0 ≤ s ≤ t ≤ 1,

2(1− β)t(1− s) + βt(1− s)2, 0 ≤ t ≤ s ≤ 1, β = α− 1.

Proof. From Lemma 1 in [4] we have

z(t) = c1 + c2t−
1− β
B(β)

∫ t

0

(t− s)h(s)ds− β

2B(β)

∫ t

0

(t− s)2h(s)ds,

where ci ∈ R, i = 1, 2. Since z(0) = 0, we have c1 = 0. Consequently,

z(1) = c2 −
1− β
B(β)

∫ 1

0

(1− s)h(s)ds− β

2B(β)

∫ 1

0

(1− s)2h(s)ds =

∫ 1

0

V (t)dγ(t),
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and hence we obtain

z(t) = t

∫ 1

0

V (t)dγ(t) +
1− β
B(β)

∫ 1

0

t(1− s)h(s)ds+
β

2B(β)

∫ 1

0

t(1− s)2h(s)ds

− 1− β
B(β)

∫ t

0

(t− s)h(s)ds− β

2B(β)

∫ t

0

(t− s)2h(s)ds

=

∫ 1

0

G(t, s)h(s)ds+ t

∫ 1

0

V (t)dγ(t).

This completes the proof. �
Lemma 2.4(see [4]). Let σ = min{α−1, 2−α} and ψ(s) = B−1(β)(1−s), θ(t) =

σ
2 t(1− t), t, s ∈ [0, 1]. Then G has the following properties:

(i) G(t, s) ≥ 0, t, s ∈ [0, 1];
(ii) θ(t)ψ(s) ≤ G(t, s) ≤ ψ(s), t, s ∈ [0, 1].

Let E := C[0, 1], ‖z‖ := maxt∈[0,1] |z(t)| and P := {z ∈ E : z(t) ≥ 0,∀t ∈ [0, 1]}.
Then (E, ‖·‖) is a real Banach space and P is a cone on E. Moreover, the conjugate
space of E, denoted by E∗, is {γ : γ has bounded variation on [0, 1]}. From [22] we
obtain the dual cone of P and the bounded linear functional on E can be expressed
by

P ∗ := {γ ∈ E∗ : γ is non-decreasing on [0, 1]} and 〈γ, z〉 =

∫ 1

0

z(t)dγ(t), z ∈ E, γ ∈ E∗.

In view of Lemma 2.3, we define an operator Ψ : E → E as follows

(Ψz)(t) =

∫ 1

0

G(t, s)f(s, z(s))ds+ t

∫ 1

0

g(t, z(t))dγ(t), z ∈ E, t ∈ [0, 1]. (2.1)

It is easy to see that if Ψ has a fixed point z∗ in E\{0}, i.e., Ψz∗ = z∗, then this z∗

is a nontrivial solution for (1.1). To study our problem, we define a linear operator
as follows:

(Lη1,η2z)(t) = η1

∫ 1

0

G(t, s)z(s)ds+η2t

∫ 1

0

z(t)dγ(t), z ∈ E, ηi > 0, i = 1, 2. (2.2)

Lemma 2.5. Let r(Lη1,η2) be the spectral radius of Lη1,η2 . Then it satisfies

η1

∫ 1

0

θ(t)ψ(t)dt+ η2

∫ 1

0

tdγ(t) ≤ r(Lη1,η2) ≤ η1
∫ 1

0

ψ(t)dt+ η2

∫ 1

0

dγ(t). (2.3)

Proof. Define two linear operators as follows:

(L1z)(t) =

∫ 1

0

G(t, s)z(s)ds, (L2z)(t) = t

∫ 1

0

z(t)dγ(t), z ∈ E.

Then Li : P → P (i = 1, 2) and for all n ∈ N+ we have

(Ln1 z)(t) =

∫ 1

0

· · ·
∫ 1

0︸ ︷︷ ︸
n

G(t, s1) · · ·G(sn−1, sn)z(sn)ds1 · · · dsn, (Ln2 z)(t) = t

(∫ 1

0

tdγ(t)

)n−1 ∫ 1

0

z(t)dγ(t).



Nontrivial solutions for an integral boundary value problem 5

Therefore, the Gelfand theorem implies that

r(L1) = lim inf
n→∞

n

√
‖Ln1‖ ≥ lim inf

n→∞
n

√
max
t∈[0,1]

(Ln11)(t)

≥ lim inf
n→∞

n

√
max
t∈[0,1]

θ(t)

(∫ 1

0

θ(t)ψ(t)dt

)n−1 ∫ 1

0

ψ(t)dt

=

∫ 1

0

θ(t)ψ(t)dt,

and

r(L2) = lim inf
n→∞

n

√
‖Ln2‖ ≥ lim inf

n→∞
n

√
max
t∈[0,1]

(Ln21)(t) =

∫ 1

0

tdγ(t),

where 1(t) ≡ 1, t ∈ [0, 1].
On the other hand, we know that

r(L1) ≤ max
t∈[0,1]

∫ 1

0

G(t, s)1(s)ds ≤
∫ 1

0

ψ(t)dt, r(L2) ≤ max
t∈[0,1]

(
t

∫ 1

0

1(t)dγ(t)

)
=

∫ 1

0

dγ(t).

From the relations of Lη1,η2 and Li(i = 1, 2) we have that (2.3) holds, as required.
This completes the proof. �

Note that (2.3), r(Lη1,η2) > 0. Then the Krein-Rutman theorem [23] enables us
to obtain that there exist ζη1,η2 ∈ P\{0} and %η1,η2 ∈ P ∗\{0} such that

Lη1,η2ζη1,η2 = r(Lη1,η2)ζη1,η2 , L
∗
η1,η2%η1,η2 = r (Lη1,η2) %η1,η2 , (2.4)

where L∗η1,η2 : E∗ → E∗ is the conjugate operator of Lη1,η2 , denoted by

(
L∗η1,η2ϑ

)
(t) := η1

∫ t

0

ds

∫ 1

0

G(τ, s)dϑ(τ) + η2γ(t)

∫ 1

0

tdϑ(t), ϑ ∈ E∗.

Lemma 2.6. Let P0 = {z ∈ P :
∫ 1

0
z(t)d%η1,η2(t) ≥ ωη1,η2‖z‖}. Then

Lη1,η2(P ) ⊂ P0, where ωη1,η2 =
∫ 1

0
θ(t)d%η1,η2(t).

Proof. Note that if z ∈ P , we have

(Lη1,η2z)(t) ≤ η1
∫ 1

0

ψ(s)z(s)ds+ η2

∫ 1

0

z(t)dγ(t).

From Lemma 2.4(ii) we obtain

(Lη1,η2z)(t) ≥ η1
∫ 1

0

θ(t)ψ(s)z(s)ds+ η2θ(t)

∫ 1

0

z(t)dγ(t)

≥ θ(t)‖Lη1,η2z‖.

Hence, we find that∫ 1

0

(Lη1,η2z)(t)d%η1,η2(t) ≥
∫ 1

0

θ(t)d%η1,η2(t)‖Lη1,η2z‖.

This completes the proof. �
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Lemma 2.7(see [24]). Let E be a Banach space, Ω ⊂ E a bounded open set,
and T : Ω → E a continuous compact operator. If that there exists z0 ∈ E\{0}
such that

z − Tz 6= µz0,∀z ∈ ∂Ω, µ ≥ 0, (2.5)

then the topological degree deg(I − T,Ω, 0) = 0.
Lemma 2.8(see [24]). Let E be a Banach space, Ω ⊂ E a bounded open set

with 0 ∈ Ω, and T : Ω→ E a continuous compact operator. If

Tz 6= µz,∀z ∈ ∂Ω, µ ≥ 1, (2.6)

then the topological degree deg(I − T,Ω, 0) = 1.

3. Main Results

We list our hypotheses on f, g:
(H2) There exist ξi > 0(i = 1, 2) with r(Lξ1,ξ2) = 1 such that

lim inf
z→+∞

f(t, z)

z
> ξ1, and lim sup

z→−∞

f(t, z)

z
< ξ1 uniformly in t ∈ [0, 1],

and

lim inf
z→+∞

g(t, z)

z
> ξ2, and lim sup

z→−∞

g(t, z)

z
< ξ2 uniformly in t ∈ [0, 1].

(H3) There exist ξi > 0(i = 3, 4) with r(Lξ3,ξ4) < 1 such that

lim sup
|z|→0+

|f(t, z)|
|z|

< ξ3 uniformly in t ∈ [0, 1],

and

lim sup
|z|→0+

|g(t, z)|
|z|

< ξ4 uniformly in t ∈ [0, 1].

(H4) There exist ξi > 0(i = 5, 6) with r(Lξ5,ξ6) < 1 such that

lim sup
|z|→+∞

|f(t, z)|
|z|

< ξ5 uniformly in t ∈ [0, 1],

and

lim sup
|z|→+∞

|g(t, z)|
|z|

< ξ6 uniformly in t ∈ [0, 1].

(H5) There exist ξi > 0(i = 7, 8) with r(Lξ7,ξ8) = 1 such that

lim inf
z→0+

f(t, z)

z
> ξ7, and lim sup

z→0−

f(t, z)

z
< ξ7 uniformly in t ∈ [0, 1],

and

lim inf
z→0+

g(t, z)

z
> ξ8, and lim sup

z→0−

g(t, z)

z
< ξ8 uniformly in t ∈ [0, 1].
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In this section, we use Lemma 2.7-2.8 to obtain our main results. The basic idea
in the proof of Theorem 3.1 is as follows: by means of (H2) we show that (2.5) holds
in an open ball with a large enough radius, and using (H3) we show that (2.6) is
satisfied in an open ball with a small enough radius. Then we obtain the existence
of fixed points from properties of the degree.

Theorem 3.1. Suppose that (H0)-(H3) hold. Then (1.1) has at least one
nontrivial solution.

Proof. Note that (H2) implies that there are ε ∈ (0, 1) and C1 > 0 such that

f, g(t, z) ≥ ξi (1 + ε) z − C1, z ≥ 0, t ∈ [0, 1], i = 1, 2,

and

f, g(t, z) ≥ ξi (1− ε) z − C1, z ≤ 0, t ∈ [0, 1], i = 1, 2.

This shows that

f, g(t, z) ≥ ξi (1 + ε) z − C1 ≥ ξi (1− ε) z − C1

if (t, z) ∈ [0, 1]× R+, and

f, g(t, z) ≥ ξi (1− ε) z − C1 ≥ ξi (1 + ε) z − C1

if (t, z) ∈ [0, 1]× R−. Consequently, we have

f, g(t, z) ≥ ξi (1 + ε) z − C1, z ∈ R, t ∈ [0, 1], i = 1, 2, (3.1)

and

f, g(t, z) ≥ ξi (1− ε) z − C1, z ∈ R, t ∈ [0, 1], i = 1, 2. (3.2)

Note that from (2.4), there exist ζξ1,ξ2 ∈ P\{0} and %ξ1,ξ2 ∈ P ∗\{0} such that

Lξ1,ξ2ζξ1,ξ2 = r(Lξ1,ξ2)ζξ1,ξ2 , L
∗
ξ1,ξ2%ξ1,ξ2 = r (Lξ1,ξ2) %ξ1,ξ2 . (3.3)

From Lemma 2.6 we have

ζξ1,ξ2 ∈ P0. (3.4)

Let M1 := {z ∈ E : z = Ψz+ λζξ1,ξ2 , λ ≥ 0}. Then we claim that M1 is bounded in
E. Indeed, if z0 ∈M1, there is a λ0 ≥ 0 such that

z0(t) = (Ψz0) (t)+λ0ζξ1,ξ2(t) =

∫ 1

0

G(t, s)f (s, z0(s)) ds+t

∫ 1

0

g(t, z0(t))dγ(t)+λ0ζξ1,ξ2(t).

(3.5)
From (3.1) we have

z0(t) ≥
∫ 1

0

G(t, s)[ξ1 (1 + ε) z0(s)− C1]ds+ t

∫ 1

0

[ξ2 (1 + ε) z0(t)− C1]dγ(t)

≥ ξ1 (1 + ε)

∫ 1

0

G(t, s)z0(s)ds+ ξ2 (1 + ε) t

∫ 1

0

z0(t)dγ(t)− C2,

(3.6)
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where C2 = C1[
∫ 1

0
ψ(s)ds +

∫ 1

0
dγ(t)]. Multiplying by d%ξ1,ξ2(t) on both sides of

(3.6) and integrating over [0, 1], from (3.3) we have

∫ 1

0

z0(t)d%ξ1,ξ2(t) ≥ (1 + ε)

∫ 1

0

d%ξ1,ξ2(t)

[
ξ1

∫ 1

0

G(t, s)z0(s)ds+ ξ2t

∫ 1

0

z0(t)dγ(t)

]
− C2

∫ 1

0

d%ξ1,ξ2(t)

= (1 + ε)

∫ 1

0

z0(s)d

[
ξ1

∫ s

0

dτ

∫ 1

0

G(t, τ)d%ξ1,ξ2(t) + ξ2γ(s)

∫ 1

0

td%ξ1,ξ2(t)

]
− C2

∫ 1

0

d%ξ1,ξ2(t)

= (1 + ε) 〈L∗ξ1,ξ2%ξ1,ξ2 , z0〉 − C2

∫ 1

0

d%ξ1,ξ2(t)

= (1 + ε) 〈r (Lξ1,ξ2) %ξ1,ξ2 , z0〉 − C2

∫ 1

0

d%ξ1,ξ2(t)

= (1 + ε)

∫ 1

0

z0(t)d%ξ1,ξ2(t)− C2

∫ 1

0

d%ξ1,ξ2(t).

This implies that

∫ 1

0

z0(t)d%ξ1,ξ2(t) ≤ C2

ε

∫ 1

0

d%ξ1,ξ2(t). (3.7)

Note that (3.5) is equivalent to

z0(t)− (1− ε)
[
ξ1

∫ 1

0

G(t, s)z0(s)ds+ ξ2t

∫ 1

0

z0(t)dγ(t)

]
+ C1

∫ 1

0

G(t, s)ds+ C1t

∫ 1

0

dγ(t)

= z0(t)− (1− ε) (Lξ1,ξ2z0)(t) + (LC1,C11)(t)

=

∫ 1

0

G(t, s)[f (s, z0(s))− ξ1 (1− ε) z0(s) + C1]ds

+ t

∫ 1

0

[g(t, z0(t))− ξ2 (1− ε) z0(t) + C1]dγ(t) + λ0ζξ1,ξ2(t).

Note that (3.2) implies that f (s, z0(s))− ξ1 (1− ε) z0(s) +C1 ∈ P and g(t, z0(t))−
ξ2 (1− ε) z0(t) + C1 ∈ P . Then we can use a similar method as in Lemma 2.6 to
prove that

∫ 1

0

G(t, s)[f (s, z0(s))−ξ1 (1− ε) z0(s)+C1]ds+t

∫ 1

0

[g(t, z0(t))−ξ2 (1− ε) z0(t)+C1]dγ(t) ∈ P0.

Combining this with (3.4), we have

z0 − (1− ε)Lξ1,ξ2z0 + LC1,C1
1 ∈ P0.
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Therefore, we find

‖z0 − (1− ε)Lξ1,ξ2z0 + LC1,C11‖ ≤
1

ωξ1,ξ2

∫ 1

0

[z0(t)− (1− ε) (Lξ1,ξ2z0)(t) + (LC1,C11)(t)]d%ξ1,ξ2(t)

=
1

ωξ1,ξ2

∫ 1

0

[z0(t) + (LC1,C11)(t)]d%ξ1,ξ2(t)

− 1− ε
ωξ1,ξ2

∫ 1

0

z0(s)d

[
ξ1

∫ s

0

dτ

∫ 1

0

G(t, τ)d%ξ1,ξ2(t) + ξ2γ(s)

∫ 1

0

td%ξ1,ξ2(t)

]
=

1

ωξ1,ξ2

∫ 1

0

[z0(t) + (LC1,C11)(t)]d%ξ1,ξ2(t)− 1− ε
ωξ1,ξ2

〈L∗ξ1,ξ2%ξ1,ξ2 , z0〉

=
1

ωξ1,ξ2

∫ 1

0

[z0(t) + (LC1,C11)(t)]d%ξ1,ξ2(t)− 1− ε
ωξ1,ξ2

〈r (Lξ1,ξ2) %ξ1,ξ2 , z0〉

=
ε

ωξ1,ξ2

∫ 1

0

z0(t)d%ξ1,ξ2(t) +
1

ωξ1,ξ2

∫ 1

0

(LC1,C11)(t)d%ξ1,ξ2(t),

where ωξ1,ξ2 =
∫ 1

0
θ(t)d%ξ1,ξ2(t). Note that (3.7), we have

‖z0−(1− ε)Lξ1,ξ2z0+LC1,C1
1‖ ≤ C2

ωξ1,ξ2

∫ 1

0

d%ξ1,ξ2(t)+
1

ωξ1,ξ2

∫ 1

0

(LC1,C1
1)(t)d%ξ1,ξ2(t).

Since (1 − ε)r (Lξ1,ξ2) < 1, I − (1− ε)Lξ1,ξ2 has the bounded inverse operator
(I − (1− ε)Lξ1,ξ2)−1. Hence, there exists a Q > 0 such that ‖z0‖ ≤ Q. This proves
the boundedness of M1. Take R1 > supM1, and then we have

z 6= Ψz + λζξ1,ξ2 , z ∈ ∂BR1 , λ ≥ 0,

where BR1
:= {z ∈ E : ‖z‖ < R1}. Lemma 2.7 implies that

deg (I −Ψ, BR1
, 0) = 0. (3.8)

From (H3) there exists a sufficiently small r1 ∈ (0, R1) such that

|f(t, z)| ≤ ξ3|z|, |g(t, z)| ≤ ξ4|z|, |z| ≤ r1, t ∈ [0, 1].

Consequently, we have

|(Ψz)(t)| =
∣∣∣∣∫ 1

0

G(t, s)f(s, z(s))ds+ t

∫ 1

0

g(t, z(t))dγ(t)

∣∣∣∣
≤
∫ 1

0

G(t, s)|f(s, z(s))|ds+ t

∫ 1

0

|g(t, z(t))|dγ(t)

≤ ξ3
∫ 1

0

G(t, s)|z(s)|ds+ ξ4t

∫ 1

0

|z(t)|dγ(t)

= (Lξ3,ξ4 |z|)(t), z ∈ Br1 , t ∈ [0, 1],

where Br1 := {z ∈ E : ‖z‖ < r1}. In what follows, we claim that

z 6= λΨz, z ∈ ∂Br1 , λ ∈ [0, 1]. (3.9)
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Suppose that the contrary. Then there exist z1 ∈ ∂Br1 and λ1 ∈ [0, 1] such that

z1(t) = λ1(Ψz1)(t), t ∈ [0, 1].

Let w1(t) = |z1(t)|, t ∈ [0, 1]. Then we have

w1(t) = |z1(t)| = λ1|(Ψz1)(t)| ≤ (Lξ3,ξ4w1)(t), t ∈ [0, 1].

The nth iteration of this inequality shows that

w1 ≤ Lnξ3,ξ4w1, n = 1, 2, · · · .

This implies that

‖w1‖ ≤ ‖Lnξ3,ξ4‖‖w1‖ and thus 1 ≤ ‖Lnξ3,ξ4‖.

This means that
1 ≤ lim inf

n→∞
n

√
‖Lnξ3,ξ4‖ = r (Lξ3,ξ4) .

This contradicts r (Lξ3,ξ4) < 1 in (H3). As a result of this, (3.9) holds, as required.
Lemma 2.8 gives

deg (I −Ψ, Br1 , 0) = 1. (3.10)

From (3.8) with (3.10) we have

deg
(
I −Ψ, BR1

\Br1 , 0
)

= deg (I −Ψ, BR1
, 0)− deg (I −Ψ, Br1 , 0) = −1.

Therefore the operator Ψ has at least one fixed point in BR1\Br1 , and thus (1.1)
has at least one nontrivial solution. This completes the proof. �

Theorem 3.2. Suppose that (H0)-(H1) and (H4)-(H5) hold. Then (1.1) has at
least one nontrivial solution.

Proof. Note that (H5) implies that there are ε ∈ (0, 1) and r2 > 0 such that

f, g(t, z) ≥ ξi (1 + ε) z, z ∈ [0, r2], t ∈ [0, 1], i = 7, 8,

and
f, g(t, z) ≥ ξi (1− ε) z, z ∈ [−r, 0], t ∈ [0, 1], i = 7, 8.

Note that
f, g(t, z) ≥ ξi (1 + ε) z ≥ ξi (1− ε) z

if (t, z) ∈ [0, 1]× [0, r2], and

f, g(t, z) ≥ ξi (1− ε) z ≥ ξi (1 + ε) z

if (t, z) ∈ [0, 1]× [−r2, 0]. Hence, we have

f, g(t, z) ≥ ξi (1 + ε) z, z ∈ [−r2, r2], t ∈ [0, 1], i = 7, 8, (3.11)

and
f, g(t, z) ≥ ξi (1− ε) z, z ∈ [−r2, r2], t ∈ [0, 1], i = 7, 8. (3.12)

Note that from (2.4), there exist ζξ7,ξ8 ∈ P\{0} and %ξ7,ξ8 ∈ P ∗\{0} such that

Lξ7,ξ8ζξ7,ξ8 = r(Lξ7,ξ8)ζξ7,ξ8 , L
∗
ξ7,ξ8%ξ7,ξ8 = r (Lξ7,ξ8) %ξ7,ξ8 . (3.13)
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From Lemma 2.6 we have

ζξ7,ξ8 ∈ P0. (3.14)

Now, we claim that

z 6= Ψz + λζξ7,ξ8 , z ∈ ∂Br2 , λ ≥ 0. (3.15)

Indeed, if the claim is false, then there are z2 ∈ ∂Br2 and λ2 ≥ 0 such that

z2 = Ψz2 + λ2ζξ7,ξ8 .

Using (3.11) we find

z2(t) ≥
∫ 1

0

G(t, s)ξ7 (1 + ε) z2(s)ds+ t

∫ 1

0

ξ8 (1 + ε) z2(t)dγ(t). (3.16)

Multiplying by d%ξ7,ξ8(t) on both sides of (3.16) and integrating over [0, 1], from
(3.13) we have

∫ 1

0

z2(t)d%ξ7,ξ8(t) ≥ (1 + ε)

∫ 1

0

d%ξ7,ξ8(t)

[
ξ7

∫ 1

0

G(t, s)z2(s)ds+ ξ8t

∫ 1

0

z2(t)dγ(t)

]
= (1 + ε)

∫ 1

0

z2(s)d

[
ξ7

∫ s

0

dτ

∫ 1

0

G(t, τ)d%ξ7,ξ8(t) + ξ8γ(s)

∫ 1

0

td%ξ7,ξ8(t)

]
= (1 + ε) 〈L∗ξ7,ξ8%ξ7,ξ8 , z2〉
= (1 + ε) 〈r (Lξ7,ξ8) %ξ7,ξ8 , z2〉

= (1 + ε)

∫ 1

0

z2(t)d%ξ7,ξ8(t).

This implies that ∫ 1

0

z2(t)d%ξ7,ξ8(t) ≤ 0. (3.17)

On the other hand, we note that

z2(t)− (1− ε)(Lξ7,ξ8z2)(t) = (Ψz2)(t)− (1− ε)(Lξ7,ξ8z2)(t) + λ2ζξ7,ξ8(t)

=

∫ 1

0

G(t, s)[f(s, z2(s))− ξ7(1− ε)z2(s)]ds+ t

∫ 1

0

[g(t, z2(t))− ξ8(1− ε)z2(t)]dγ(t) + λ2ζξ7,ξ8(t).

From (3.12), f(s, z2(s)) − ξ7(1 − ε)z2(s) ∈ P and g(t, z2(t)) − ξ8(1 − ε)z2(t) ∈ P .
By a similar method as in Lemma 2.6 and (3.14), it can be proven that

z2 − (1− ε)Lξ7,ξ8z2 ∈ P0.
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Hence, from (3.17) we have

‖z2 − (1− ε)Lξ7,ξ8z2‖ ≤
1

ωξ7,ξ8

∫ 1

0

[z2(t)− (1− ε)(Lξ7,ξ8z2)(t)]d%ξ7,ξ8(t)

=
1

ωξ7,ξ8

∫ 1

0

z2(t)d%ξ7,ξ8(t)− 1− ε
ωξ7,ξ8

∫ 1

0

z2(s)d

[
ξ7

∫ s

0

dτ

∫ 1

0

G(t, τ)d%ξ7,ξ8(t)

+ ξ8γ(s)

∫ 1

0

td%ξ7,ξ8(t)

]

=
1

ωξ7,ξ8

∫ 1

0

z2(t)d%ξ7,ξ8(t)− 1− ε
ωξ7,ξ8

〈L∗ξ7,ξ8%ξ7,ξ8 , z2〉

=
1

ωξ7,ξ8

∫ 1

0

z2(t)d%ξ7,ξ8(t)− 1− ε
ωξ7,ξ8

〈r (Lξ7,ξ8) %ξ7,ξ8 , z2〉

=
ε

ωξ7,ξ8

∫ 1

0

z2(t)d%ξ7,ξ8(t)

≤ 0,

where ωξ7,ξ8 =
∫ 1

0
θ(t)d%ξ7,ξ8(t). Note that (1−ε)r (Lξ7,ξ8) < 1, i.e., I−(1−ε)Lξ7,ξ8

has the bounded inverse operator (I− (1−ε)Lξ7,ξ8)−1. As a result, we have z2(t) ≡
0, t ∈ [0, 1], contradicting z2 ∈ ∂Br2 , r2 > 0. Thus (3.15) holds, as required. Lemma
2.7 implies that

deg (I −Ψ, Br2 , 0) = 0. (3.18)

From (H4) there exists C3 > 0 such that

|f(t, z)| ≤ ξ5|z|+ C3, |g(t, z)| ≤ ξ6|z|+ C3, z ∈ R, t ∈ [0, 1]. (3.19)

Let M2 := {z ∈ E : z = λΨz, 0 ≤ λ ≤ 1}. Now we shall show that M2 is bounded
in E. Indeed, if there exists z3 ∈M2, then z3 = λ3Ψz3 for some λ3 ∈ [0, 1]. In view
of (3.19), we have

|z3(t)| ≤ |(Ψz3)(t)|

≤
∫ 1

0

G(t, s)[ξ5|z3(s)|+ C3]ds+ t

∫ 1

0

[ξ6|z3(t)|+ C3]dγ(t)

= (Lξ5,ξ6 |z3|)(t) + (LC3,C3
1)(t).

Let w3(t) = |z3(t)| and w̃(t) = (LC3,C31)(t), t ∈ [0, 1]. Then w3, w̃ ∈ P , and

w3 ≤ Lξ5,ξ6w3 + w̃.

On iterating this inequality, we find

w3 ≤ Ln+1
ξ5,ξ6

w3 + Lnξ5,ξ6w̃ + · · ·+ Lξ5,ξ6w̃ + w̃.

Note that r (Lξ5,ξ6) < 1, we have

lim
n→∞

Ln+1
ξ5,ξ6

w3 = 0, lim
n→∞

n∑
i=0

Liξ5,ξ6w̃ = (I − Lξ5,ξ6)−1w̃.
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Thus, we have
w3 ≤ (I − Lξ5,ξ6)−1w̃.

This proves the boundedness of M2. Choose R2 sufficiently large such that R2 >
max{supM2, r2} and

z 6= λΨz, z ∈ ∂BR2 , 0 ≤ λ ≤ 1.

Now Lemma 2.8 implies
deg (I −Ψ, BR2

, 0) = 1. (3.20)

From (3.18) with (3.20) we have

deg
(
I −Ψ, BR2\Br2 , 0

)
= deg (I −Ψ, BR2 , 0)− deg (I −Ψ, Br2 , 0) = 1.

Therefore the operator Ψ has at least one fixed point in BR2\Br2 , and thus (1.1)
has at least one nontrivial solution. This completes the proof. �

In what follows, we provide some examples to verify our main results. Choose
ai ≥ 0(i = 1, · · · ,m− 2,m ≥ 3) and let

γ(t) =



0, t ∈ [0, ν1) ,

a1, t ∈ [ν1, ν2) ,

a1 + a2, t ∈ [ν2, ν3) ,

...
m−3∑
i=1

ai, t ∈ [νm−3, νm−2) ,

m−2∑
i=1

ai, t ∈ [νm−2, 1] ,

where {νi}m−2i=1 with 0 < ν1 < ν2 < · · · < νm−2 < 1. Then this function γ satisfies
(H1). Moreover, by Lemma 2.5 we know that it is appropriate to choose some
positive constants ξ1, ξ2, · · · , ξ8 such that the spectral radius r(Lξ1,ξ2), r(Lξ3,ξ4),
r(Lξ5,ξ6) and r(Lξ7,ξ8) satisfy the appropriate conditions in (H2)-(H5), respectively.

Example 3.3. (i) Let

f(t, z) =


1 +

n∑
i=1

(−1)iσi − |z|1/2, z ∈ (−∞,−1], t ∈ [0, 1],

n∑
i=1

σiz
i, z ∈ [−1,+∞), t ∈ [0, 1],

and

g(t, z) =


1 +

n∑
j=1

(−1)jδj − |z|1/2, z ∈ (−∞,−1], t ∈ [0, 1],

n∑
j=1

δjz
j , z ∈ [−1,+∞), t ∈ [0, 1],

where σi, δj ∈ R, i, j = 1, · · · , n, n ∈ N with n ≥ 1, σ1 ∈ (0, ξ3), δ1 ∈ (0, ξ4), σn, δn >
0. Then

lim inf
z→+∞

f(t, z)

z
= lim inf

z→+∞

n∑
i=1

σiz
i

z
= +∞, lim inf

z→+∞

g(t, z)

z
= lim inf

z→+∞

n∑
j=1

δjz
j

z
= +∞,
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lim sup
z→−∞

f(t, z)

z
= lim sup

z→−∞

1 +
n∑
i=1

(−1)iσi − |z|1/2

z
= 0, lim sup

z→−∞

g(t, z)

z
= lim sup

z→−∞

1 +
n∑
j=1

(−1)jδj − |z|1/2

z
= 0,

and

lim sup
|z|→0+

|f(t, z)|
|z|

= lim sup
|z|→0+

∣∣∣∣ n∑
i=1

σiz
i

∣∣∣∣
|z|

= σ1 < ξ3 lim sup
|z|→0+

|g(t, z)|
|z|

= lim sup
|z|→0+

∣∣∣∣∣ n∑j=1

δjz
j

∣∣∣∣∣
|z|

= δ1 < ξ4,

uniformly in t ∈ [0, 1]. Therefore, (H0) and (H2)-(H3) hold, as required, and by
Theorem 3.1, (1.1) has at least one nontrivial solution.

(ii) Let

f(t, z) =



n∑
i=2

σi|z|1/i, z ∈ (−∞,−1], t ∈ [0, 1],

n∑
i=2

σi|z|i, z ∈ [−1, 0], t ∈ [0, 1],

n∑
i=2

κiz
1/i, z ∈ [0,+∞), t ∈ [0, 1],

and

g(t, z) =



n∑
i=2

σ̃i|z|1/i, z ∈ (−∞,−1], t ∈ [0, 1],

n∑
i=2

σ̃i|z|i, z ∈ [−1, 0], t ∈ [0, 1],

n∑
i=2

κ̃iz
1/i, z ∈ [0,+∞), t ∈ [0, 1],

where σi, σ̃i ∈ R, κi, κ̃i ∈ R+, i = 2, · · · , n ∈ N with n ≥ 2. Then we have

lim sup
z→+∞

|f(t, z)|
|z|

≤ lim sup
z→+∞

n∑
i=2

κiz
1/i

z
= 0 < ξ5

and

lim sup
z→−∞

|f(t, z)|
|z|

≤ lim sup
z→−∞

n∑
i=2

|σi||z|1/i

|z|
= 0 < ξ5,

uniformly in t ∈ [0, 1]. Moreover,

lim inf
z→0+

f(t, z)

z
= lim inf

z→0+

n∑
i=2

κiz
1/i

z
= +∞ > ξ7

and

lim sup
z→0−

f(t, z)

z
= lim sup

z→0−

n∑
i=2

σi|z|i

z
= 0 < ξ7

uniformly in t ∈ [0, 1]. Therefore, f satisfies the condition (H0), (H4)-(H5). Sim-
ilarly, g also satisfies these conditions. As a result, from Theorem 3.2 we see that
(1.1) has at least one nontrivial solution.
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4. Conclusions

In this paper, we studied the existence of nontrivial solutions for the Caputo-
Fabrizio-type fractional integral boundary value problem (1.1). We first use the
Gelfand theorem and the Krein-Rutman theorem to investigate a related positive
linear operator, which can include the integral boundary condition. Then under
some conditions concerning the spectral radius of the linear operator, we obtain our
main existence theorems.
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