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Abstract This study investigates Lie symmetry analysis, exact solutions,
and conservation laws for a (2+1)-dimensional fractional Schrödinger equa-
tion. The original equations have been reduced to fractional ODEs employing
the obtained vector field. For the considered equation, exact solutions are
also established. Furthermore, the resulting exact solutions are demonstrated
for convergence. Conservation laws for this equation have been investigated
employing the Ibragimov theorem.
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1. Introduction
A classical equation that describes signal propagation in optical fibers, the nonlinear
Schrödinger equation (NLSE) [1–3] is widely used in fiber optic communication
systems. The description of the dispersion effects, which characterize compression
or pulse broadening processes, and the nonlinear effects, which describe the self-
interaction of light wave packets in optical fibers, have been extensively utilized [4].
Therefore, establishing exact solutions to NLSE has become essential in nonlinear
science.

In this article, we consider fractional Schrödinger equation [5] in the following
form:

iDα
t q + aqxx − bqyy + γq|q|2 = 0, t > 0, 0 < α ≤ 1, (1.1)

in which a, b, and γ are constants, γ is the coefficient for the self-phase modulation
term, q = q(x, y, t) typifies the complex function, the terms aqxx and bqyy denote the
group velocity dispersion effect, and the fourth term represents the self-phase mod-
ulation effect. Eq. (1.1) represents a model for the electromagnetic wave equation
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in two-dimensional weakly guided structures, with applications in electromagnetic
wave propagation, underwater acoustics, quantum physics, and optoelectronic de-
vice design.

Numerous researchers have studied exact solutions to Eq. (1.1). The (G′/G)-
expansion approach [5], the F -expansion approach [6], the novel approach [7], and
the extended experimental equation approach [8] have all been applied in searching
for exact solutions to Eq. (1.1).

One of the current effective methods for obtaining exact solutions to PDEs is the
Lie symmetry analysis approach [9]. In 1998, Buckwar and Luchko [10] employed
scale transformation groups to establish group-invariant solutions for fractional dif-
fusion wave equations. This marked the beginning of the development of the Lie
symmetry analysis approach for fractional PDEs. Gazizov and colleagues [11] have
recently utilized the Lie symmetry analysis approach for some fractional differential
equations. Many nonlinear models [12–17] of fractional order with physical back-
grounds were then considered. The time fractional order of complicated functions
is a rather unexplored area.

This work investigates similarity reduction, exact solutions, convergence analy-
sis, and conservation laws of Eq. (1.1). The conserved vectors for Eq. (1.1) have
been derived by applying a new conservation theorem [18] and formal Lagrangian
operators.

We have the following framework. The method of Lie symmetry analysis has
been presented in Sect. 2. The Lie symmetry admitted by Eq. (1.1) is obtained,
and similarity reduction is made on the basis of the fractional integral operator in
Sect. 3. Sect. 4 focuses on constructing power series solutions as exact solutions to
Eq. (1.1) and demonstrating that the resulting exact solutions are convergent. Sect.
5 presents conservation laws of Eq. (1.1), which depends on the new conservation
theorem.

2. Lie symmetry analysis of PDEs with fractional
order

We first give a quick overview of the definition and practical applications of the
results. The Riemann-Liouville fractional derivative is given by:

Dα
t v(t, x) =


1

Γ(m− α)

∂m

∂tm

∫ t

0

(t− w)m−1−αv(w, x)dw, 0 ≤ m− 1 < α < m,m ∈ N,

∂mv(t, x)

∂tm
, α = m ∈ N,

(2.1)
the Euler gamma function, denoted by Γ(z), is defined as Γ(z) =

∫∞
0

e−ttz−1dt.

Definition 2.1. The Erdélyi-Kober fractional differential operator is defined as:

(Pτ,α
Ω F)(z) :=

m−1∏
i=0

(τ + i− 1

Ω
z
d

dz
)(Kτ+α,n−α

Ω F)(z), (2.2)

m =

{
α, α ∈ N,

[α] + 1, α /∈ N,
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where

(Kτ+α,α
Ω F)(z) :=


F(z), α = 0,

1

Γ(α)

∫ ∞

1

(u− 1)α−1u−(τ+α)F(zu
1
Ω )du, α > 0,

(2.3)

denotes Erdélyi-Kober fractional integral operator.

Here, we introduce the basic concepts of Lie symmetry theory for fractional
PDEs. The fractional PDEs take the subsequent form:{

Ω1 = R1(t, x, y, v, u,D
α
t u, vx, · · · ),

Ω2 = R2(t, x, y, v, u,D
α
t v, vx, · · · ),

0 < α ≤ 1. (2.4)

Assuming that fractional PDEs (2.4) are invariant under one-parameter Lie
group of point transformations,

t̂ = t+ ετ(t, x, y, v, u) + o(ε2),

x̂ = x+ εξ(t, x, y, v, u) + o(ε2),

ŷ = y + ερ(t, x, y, v, u) + o(ε2),

û = u+ εη(t, x, y, v, u) + o(ε2),

v̂ = v + εϕ(t, x, y, v, u) + o(ε2),

Dα
t̂
û = Dα

t u+ εηα,t(t, x, y, v, u) + o(ε2),

Dα
t̂
v̂ = Dα

t v + εϕα,t(t, x, y, v, u) + o(ε2),

∂û

∂x̂
=

∂u

∂x
+ ϵηx(t, x, y, v, u) + o(ϵ2),

∂v̂

∂x̂
=

∂v

∂x
+ ϵϕx(t, x, y, v, u) + o(ϵ2),

∂2û

∂x̂2
=

∂2u

∂x2
+ ϵηxx(t, x, y, v, u) + o(ϵ2),

∂2v̂

∂x̂2
=

∂2v

∂x2
+ ϵϕxx(t, x, y, v, u) + o(ϵ2).

(2.5)

In (2.5), τ , ξ, ρ, η, and ϕ are the infinitesimals of the forms for the dependent
and independent variables, respectively, and ε ≪ 1 is the Lie group parameter.

Let us now consider the explicit expressions of ηx, ϕx, ηxx, and ϕxx, which are

ηx = Dx(η)− utDx(τ)− uxDx(ξ)− uyDx(ρ),

ϕx = Dx(ϕ)− vtDx(τ)− vxDx(ξ)− vyDx(ρ),

ηxx = Dx(η
x)− uxtDx(τ)− uxxDx(ξ)− uxyDx(ρ),

ϕxx = Dx(ϕ
x)− vxtDx(τ)− vxxDx(ξ)− vxyDx(ρ),

(2.6)

wherein, Dx represents the total differential operator concerning x, defined as fol-
lows:

Dx =
∂

∂x
+ vx

∂

∂v
+ ux

∂

∂u
. (2.7)

In the corresponding Lie algebra of symmetries, there is a set of vector fields,

V = ξ
∂

∂x
+ τ

∂

∂t
+ ρ

∂

∂y
+ η

∂

∂u
+ ϕ

∂

∂v
. (2.8)
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The expression below represents the prolongation for vector field V ,

Pr(m)V (Ω1)|Ω1=0 = 0, P r(m)V (Ω2)|Ω2=0 = 0, m = 1, 2, · · · , (2.9)

where Pr represents the prolongation operator. Since the Riemann-Liouville frac-
tional differential operator (2.1) has a determined lower limit of the integral, it
is invariant under the transformations (2.5) and satisfies the following invariant
condition:

τ(t, x, y, v, u)|t=0 = 0, (2.10)
and the α-th prolonged infinitesimals [19] involving Riemann-Liouville fractional
derivative with Eq. (2.10) are

ηα,t = Dα
t η + (ηu − αDtτ)D

α
t u− uDα

t ηu − vDα
t ϕv + ηvD

α
t ηv

+ µ2 +

∞∑
m=1

[(
α

m

)
∂mηu
∂tm

−
(

α

m+ 1

)
Dm+1

t (τ)

]
Dα−m

t (u)

−
∞∑

m=1

(
α

m

)
Dm

t (ξ)Dα−m
t (ux) +

∞∑
m=1

(
α

m

)
∂mηv
∂tn

Dα−m
t (v),

ϕα,t = Dα
t ϕ+ (ϕv − αDtτ)D

α
t v − uDα

t ϕu − vDα
t ϕv + ϕuD

α
t ηu

+ µ1 +

∞∑
m=1

[(
α

m

)
∂mϕv

∂tm
−

(
α

m+ 1

)
Dm+1

t (τ)

]
Dα−m

t (v)

+

∞∑
m=1

(
α

m

)
∂mϕu

∂tm
Dα−m

t (v)−
∞∑

m=1

(
α

m

)
Dm

t (ξ)Dα−m
t (vx),

(2.11)

where

µ1 =

∞∑
m=2

m∑
m1+m2=2

m1∑
s1=0

s1∑
r1=0

m2∑
s2=0

s2∑
r2=0

(
α

m

)(
m

m1

)(
m−m1

m2

)(
s1
r1

)(
s2
r2

)
1

s1!s2!

× tm−α

Γ(m+ 1− α)
[−u]r1 [−v]r2

∂m1us1−r1

∂tm1

∂m2vs2−r2

∂tm2

∂n−m1−m2+s1+s2ϕ

∂tn−m1−m2∂uk1∂vk2
,

µ2 =

∞∑
m=2

m∑
m1+m2=2

m1∑
s1=0

s1∑
r1=0

m2∑
s2=0

s2∑
r2=0

(
α

m

)(
m

m1

)(
m−m1

m2

)(
s1
r1

)(
s2
r2

)
1

s1!s2!

× tm−α

Γ(m+ 1− α)
[−u]r1 [−v]r2

∂m1us1−r1

∂tm1

∂m2vs2−r2

∂tm2

∂n−m1−m2+s1+s2η

∂tn−m1−m2∂us1∂vs2
.

(2.12)
In the next theorem, the functions u = Θ1(x, y, t) and v = Θ2(x, y, t) are called

invariant under certain conditions.

Theorem 2.1. [20] Invariant solutions of Eq. (2.4) are u = Θ1(x, y, t) and
v = Θ2(x, y, t) if and only if

(i) u = Θ1(x, y, t) and v = Θ2(x, y, t) are invariant surfaces, that is to say,
VΘ1 = 0 ⇔ (ξ

∂

∂x
+ ρ

∂

∂y
+ τ

∂

∂t
+ ϕ

∂

∂v
+ η

∂

∂u
)Θ1(x, y, t) = 0,

VΘ2 = 0 ⇔ (ξ
∂

∂x
+ ρ

∂

∂y
+ τ

∂

∂t
+ ϕ

∂

∂v
+ η

∂

∂u
)Θ2(x, y, t) = 0.

(2.13)

(ii) u = Θ1(x, y, t) and v = Θ2(x, y, t) are solutions for Eq. (2.4).
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3. Lie symmetry analysis and reduction
This section investigates and develops the characteristic formulas of vector fields,
which are going to be utilized to obtain the reduction equations. Here, we apply
Erdélyi-Kober fractional differential operator to reduce Eq. (1.1) to a nonlinear
fractional PDE and then solve it thoroughly.

The present research investigates Lie symmetry analysis of Eq. (1.1) from the
standpoint of Eq. (2.1). Initially, presuming that

q(t, x, y) = iu(t, x, y) + v(t, x, y), (3.1)

after substituting Eq. (3.1), the following equations are obtained by separating the
real and imaginary parts of Eq. (1.1),{

Dα
t u− avxx + bvyy − γ(v3 + vu2) = 0,

Dα
t v + auxx − buyy + γ(uv2 + u3) = 0.

(3.2)

Assume that (3.2) is invariant under one-parameter transformations (2.5). This
leads to the following transformed equation,{

Dα
t û− av̂xx + bv̂yy − γ(v̂3 + v̂û2) = 0,

Dα
t v̂ + aûxx − bûyy + γ(ûv̂2 + û3) = 0.

(3.3)

The invariance conditions are given in this manner via the second prolongation
for Eq. (3.3), {

ηα,t − aϕxx + bϕyy − γ(3v2ϕ+ u2ϕ+ 2uvη) = 0,

ϕα,t + aηxx − bηyy + γ(v2η + 2uvϕ+ 3u2η) = 0.
(3.4)

By substituting (2.6) and (2.11) into (3.4), we obtain the following determining
equations, 

2ξx − ατt = 0, τx = τu = 0 = ξu = 0 = ρu = ρv = ϕu = 0,

− ατt − ϕv + ηu + 2ξx = 0, ατt − 2ρy − ηu + ϕv = 0,

− ατtv − 3ϕ+ ηuv = 0, ηuuv − ϕu− ατtuv − 2ηv = 0,

ηu − ϕv − 2ξx + ατt = 0, −ηu + ϕv + 2ρy − ατt = 0,

ατtu− ϕvu+ 3η = 0, 2ϕu− ϕvuv + ατtuv + ηv = 0,(
α

m

)
∂mηu
∂tm

−
(

α

m+ 1

)
Dm+1

t (τ) = 0, m = 1, 2, · · · ,(
α

m

)
∂mϕv

∂tm
−
(

α

m+ 1

)
Dm+1

t (τ) = 0, m = 1, 2, · · · .

(3.5)

Here are some solutions we found for the previously mentioned system after
tedious and lengthy calculations:

ξ = C1αx+ C2, ρ = C1αy + C3, τ = 2C1t, η = −C1αu, ϕ = −C1αv, (3.6)

here C1, C2, C3 are arbitrary parameters. Thus, the infinitesimal generator of Eq.
(3.2) is given by

V = 2C1t
∂

∂t
+ (C1αx+ C2)

∂

∂x
+ (C1αy + C3)

∂

∂y
− C1αu

∂

∂u
− C1αv

∂

∂v
. (3.7)
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This means that the Lie algebra of symmetry group of Eq. (3.2) consists of
three vector fields,

V1 =
∂

∂y
, V2 =

∂

∂x
, V3 = αx

∂

∂x
+ αy

∂

∂y
+ 2t

∂

∂t
− αu

∂

∂u
− αv

∂

∂v
. (3.8)

Since vector fields V1 and V2 do not give physically significant results, we are
considering the case for V3 only. Solving the given characteristic equation yields
the similarity variables and transformations for V3. Given vector field V3, its char-
acteristic equation is

dx

αx
=

dy

αy
=

dt

2t
=

du

−αu
=

dv

−αv
, (3.9)

and the corresponding group invariant solutions are

z = (x− y)t−
α
2 , u = f(z)t−

α
2 , v = g(z)t−

α
2 . (3.10)

By employing the similarity variables and group invariant solutions, Eq.(3.2)
yields the following results.

Theorem 3.1. The transformation (3.10) reduces the (2+1)-dimensional fractional
Schrödinger equation, namely Eq. (3.2) to FODEs:

(P1− 3
2α,α

2
α

f)(z)− γ(f2(z)g(z) + g3(z)) + (b− a)g
′′
(z) = 0,

(P1− 3
2α,α

2
α

g)(z) + γ(f3(z) + g2(z)f(z)) + (a− b)f
′′
(z) = 0,

(3.11)

with Erdélyi-Kober fractional differential operator, as outlined in Section 2.

Proof. For n− 1 < α < n, where n = 1, 2, 3, · · · , there is

Dα
t u =

∂n

∂tn

[
1

Γ(n− α)

∫ t

0

(t− p)n−1−αp−
α
2 f((x− y)p−

α
2 )dp

]
. (3.12)

Letting h = t
p , we have dp = − t

h2 dh, Eq. (3.12) becomes:

Dα
t u =

∂n

∂tn

[
1

Γ(n− α)

∫ t

0

pn−α−1(
t

p
− 1)n−α−1p−

α
2 f((x− y)

t
α
2

p
α
2
t−

α
2 )dp

]
=

∂n

∂tn

[
1

Γ(n− α)

∫ t

0

pn−α−1−α
2

tn−α−1−α
2
tn−α−1−α

2 (
t

p
− 1)n−α−1f((x− y)t−

α
2 (

t

p
)

α
2 )dp

]
=

∂n

∂tn

[
tn−α−1−α

2

Γ(n− α)

∫ t

0

(
p

t
)n−α−1−α

2 (
t

p
− 1)n−α−1f((x− y)t−

α
2 (

t

p
)

α
2 )dp

]
=

∂n

∂tn

[
tn−α−1−α

2

Γ(n− α)

∫ 1

+∞
(
1

h
)n−α−1−α

2 (h− 1)n−α−1f(zh
α
2 )(− t

h2
)dh

]
=

∂n

∂tn

[
tn−α−α

2

Γ(n− α)

∫ ∞

1

h−(n+1−α−α
2 )(h− 1)n−1−αf(zh

α
2 )dh

]
=

∂n

∂tn

[
tn−α−α

2 (K1−α
2 ,n−α

2
α

f)(z)
]
.

(3.13)
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We simplify the right-hand side of (3.13) by utilizing the connection z = (x −
y)t−

α
2 with Φ ∈ C1(0,∞). The expression becomes

t
∂

∂t
Φ(z) = t

∂z

∂t

∂Φ(z)

∂z
= −α

2
z
∂Φ(z)

∂z
. (3.14)

By Eq. (3.14), we acquire

∂n

∂tn

[
tn−α−α

2 (K1−α
2 ,n−α

2
α

f)(z)
]
=

∂n−1

∂tn−1

[
∂

∂t
(tn−α−α

2 (K1−α
2 ,n−α

2
α

f)(z))

]
=

∂n−1

∂tn−1

[
tn−

3
2α−1(n− 3

2
α− α

2
z
∂

∂z
)(K1−α

2 ,n−α
2
α

f)(z)

]
.

(3.15)

By applying the above steps for n− 1 times, we have the following results
∂n

∂tn

[
tn−

3
2α(K1−α

2 ,n−α
2
α

f)(z)
]
= · · ·

= t−
3
2α

n∏
j=1

(
1− 3

2
α+ j − α

2
z
∂

∂z

)
(K1−α

2 ,n−α
2
α

f)(z).

(3.16)

According to the definition of Erdélyi-Kober fractional differential operator, the
result in (3.16) becomes

Dα
t u = t−

3
2α(P1− 3α

2 ,α
2
α

f)(z). (3.17)

Utilizing the same procedure as before, the second equation in Eq. (3.2) becomes

Dα
t v = t−

3
2α(P1− 3α

2 ,α
2
α

g)(z). (3.18)

By substituting Eqs. (3.10), (3.17), and (3.18) into Eq. (3.2), we validate Eq.
(3.11). After a great deal of work, we have reached the main point of this theorem:
to transform the governing equation into nonlinear FDEs in order to make it easier
to solve, as described in the following section.

4. Exact solutions
We have completed exact solutions of Eq. (3.2) through power series approach
[21,22] and symbolic calculations in the present section. Assume that the solutions
of Eq. (3.11) are expressed in terms of power series, as given by

f(z) =

∞∑
m=0

amzm, g(z) =

∞∑
m=0

bmzm. (4.1)

Eq. (4.1) shows that am and bm are some undetermined constants, and there
are

f ′′(z) =

∞∑
m=0

(m+ 2)(m+ 1)am+2z
m,

g′′(z) =

∞∑
m=0

(m+ 2)(m+ 1)bm+2z
m.

(4.2)
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When Eq. (4.1) and Eq. (4.2) are substituted into Eq.(3.11), we acquire

∞∑
m=0

Γ(2− α
2 + mα

2 )

Γ(2− 3α
2 + mα

2 )
amzm + (b− a)

∞∑
m=0

(m+ 2)(m+ 1)bm+2z
m

− γ

[
(

∞∑
m=0

amzm)2(

∞∑
m=0

bmzm) + (

∞∑
m=0

bmzm)3

]
= 0,

∞∑
m=0

Γ(2− α
2 + mα

2 )

Γ(2− 3α
2 + mα

2 )
bmzm + (a− b)

∞∑
m=0

(m+ 2)(m+ 1)am+2z
m

+ γ

[
(

∞∑
m=0

amzm)(

∞∑
m=0

bmzm)2 + (

∞∑
m=0

amzm)3

]
= 0.

(4.3)

Comparing coefficients in Eq. (4.3) with m = 0 yields
a2 =

1

2(b− a)
×
[
Γ(2− α

2 )

Γ(2− 3α
2 )

b0 + γ(b20a0 + a30)

]
,

b2 =
1

2(a− b)
×

[
Γ(2− α

2 )

Γ(2− 3α
2 )

a0 − γ(b30 + b0a
2
0)

]
.

(4.4)

But when m ≥ 1, we obtain

am+2 =
1

(b− a)(m+ 1)(m+ 2)

[
Γ(2− α

2 + mα
2 )

Γ(2− 3α
2 + mα

2 )
bm

+ γ(

m∑
k=0

k∑
j=0

ajbk−jbm−k +

m∑
k=0

k∑
j=0

ajak−jam−k)

]
,

bm+2 =
1

(a− b)(m+ 1)(m+ 2)

[
Γ(2− α

2 + mα
2 )

Γ(2− 3α
2 + mα

2 )
am

− γ(

m∑
k=0

k∑
j=0

bjbk−jbm−k +

m∑
k=0

k∑
j=0

bjak−jam−k)

]
.

(4.5)

For this reason, given a0, a1, b0, and b1, any coefficients am and bm(m ≥ 2)
in Eq. (4.1) can be derived. This indicates that there are exact solutions to Eq.
(3.11), while Eqs. (4.4) and (4.5) provide the coefficients of these solutions. Eq.
(3.11) is represented in the following forms:

f(z) = a0 + a1z + a2z
2 +

∞∑
m=1

am+2z
m+2

= a0 + a1z +
1

2(b− a)
[
Γ(2− α

2 )

Γ(2− 3α
2 )

b0 + γ(b20a0 + a30)]z
2

+

∞∑
m=1

1

(b− a)(m+ 2)(m+ 1)

× [
Γ(2− α

2 + mα
2 )

Γ(2− 3α
2 + mα

2 )
bm + γ(

m∑
k=0

k∑
j=0

ajak−jam−k) +

m∑
k=0

k∑
j=0

ajbk−jbm−k]z
m+2,

(4.6)
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g(z) = b0 + b1z + b2z
2 +

∞∑
m=1

bm+2z
m+2

= b0 + b1z +
1

2(a− b)
[
Γ(2− α

2 )

Γ(2− 3α
2 )

a0 − γ(b30 + b0a
2
0)]z

2

+

∞∑
m=1

1

(a− b)(m+ 2)(m+ 1)

× [
Γ(2− α

2 + mα
2 )

Γ(2− 3α
2 + mα

2 )
am − γ(

m∑
k=0

k∑
j=0

bjbk−jbm−k +

m∑
k=0

k∑
j=0

bjak−jam−k)]z
m+2.

(4.7)
Exact solutions of Eq. (1.1) have been found by applying Eqs. (3.10), (4.6), and
(4.7):

q(t, x, y) = i

∞∑
m=0

am(x− y)mt−
(m+1)α

2 +

∞∑
m=0

bm(x− y)mt−
(m+1)α

2 , (4.8)

among these, Eqs. (4.4) and (4.5) define am and bm, where the initial conditions
are f(0) = a0, f ′(0) = a1, g(0) = b0, g′(0) = b1.

Figure 1. Numerical simulation of power series solutions |q| at a0 = b0 = a1 = b1 = 0.1, a − b = −1,
γ = 0.1, and α = 0.8.

Figs. 1-2 of power series solutions (4.8) are plotted with appropriate param-
eters to aid our analysis of the power series solutions’ attributes. This approach
provides a more precise understanding of the features of exact solutions and wave
transmission laws. These derived exact solutions are important for elucidating a
range of physical phenomena within applied mathematics.
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K K

Figure 2. Wave disseminate pattern along y-axis at a0 = b0 = a1 = b1 = 0.1, a − b = −1, γ = 0.1,
α = 0.8, and x = 0.2.

To further contextualize this study, the convergence of explicit power series
solutions (4.8) will be investigated in depth. For expressions (4.5), it can be easily
seen that

|am+2| ≤ H[|bm|+
m∑

k=0

k∑
j=0

(|aj ||bk−j ||bm−k|+ |aj ||ak−j ||am−k|)],

|bm+2| ≤ H[|am|+
m∑

k=0

k∑
j=0

(|bj ||bk−j ||bm−k|+ |bj ||ak−j ||am−k|)],

(4.9)

H = max
{
| 1
b−a |, |

γ
b−a |

}
and m = 0, 1, 2, · · · .

To proceed, we introduce two power series

C(z) =

∞∑
m=0

cmzm, D(z) =

∞∑
m=0

dmzm. (4.10)

Letting cj = |aj | and dj = |bj | (j = 0, 1, 2, · · · ), there are

cm+2 = H[dm +

m∑
k=0

k∑
j=0

(cjdk−jdm−k + cjck−jcm−k)],

dm+2 = H[cm +

m∑
k=0

k∑
j=0

(djdk−jdm−k + djck−jcm−k)],

(4.11)

here m = 0, 1, 2, · · · . It’s obvious that |am| ≤ cm and |bm| ≤ dm (m = 0, 1, 2, · · · ).
That is to say, the majorant series of Eq. (4.1) are Eq. (4.10). Through the
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calculations, we found

C(z) = c0 + c1z +

∞∑
m=0

cm+2z
m+2

= c0 + c1z +H

∞∑
m=0

dmzm+2 +H

∞∑
m=0

m∑
k=0

k∑
j=0

(cjdk−jdm−k + cjck−jcm−k)z
m+2

= c0 + c1z +H(D + CD2 + C3)z2,

D(z) = d0 + d1z +

∞∑
m=0

dm+2z
m+2

= d0 + d1z +H(

∞∑
m=0

cmzm+2 +

∞∑
m=0

m∑
k=0

k∑
j=0

(djdk−jdm−k + djck−jcm−k)z
m+2)

= d0 + d1z +H(C +D3 + C2D)z2.
(4.12)

Next, we shall show that C(z) and D(z) have a positive radius of convergence.
Regarding the implicit function equations of the independent variable z, we will
demonstrate

F (z, C,D) = C − c0 − c1z −H(D + CD2 + C3)z2,

G(z, C,D) = D − d0 − d1z −H(C +D3 + C2D)z2.
(4.13)

Because F (z, C,D) and G(z, C,D) are analytic in the neighborhood of (0, c0, d0),
where F (0, c0, d0) = G(0, c0, d0) = 0. In addition, the jacobian

∂(F,G)

∂(C,D)
|(0,c0,d0) = 1 ̸= 0. (4.14)

Subsequently, we arrive at convergence via the implicit function theorem.

5. Conservation laws of Eq. (1.1)
In time fractional PDEs, conservation laws play a crucial role, particularly in prov-
ing the existence and uniqueness of solutions. In this section, we construct con-
servation laws for Eq. (1.1) via the Ibragimov theorem [18]. Consider a vector
T = (T x, T y, T t) that satisfies the conservation equation,

[Dx(T
x) +Dt(T

t) +Dy(T
y)]|(3.2) = 0. (5.1)

Here, T x = T x(x, t, u, v, ...), T y = T y(x, t, u, v, ...), and T t = T t(x, t, u, v, ...)
are called conserved vectors of Eq. (3.2). According to the new conservation theo-
rem by Ibragimov, the formal Lagrangian of (3.2) is expressed as

L = A(t, x, y)(Dα
t u− avxx + bvyy − γ(v3 + vu2))

+ B(t, x, y)(Dα
t v + auxx − buyy + γ(v2u+ u3)),

(5.2)

where A(t, x, y) and B(t, x, y) are sufficiently smooth functions.
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We have an action integral based on Eq. (5.2), that is defined as:∫ T

0

∫
∆x

∫
∆y

L(t, x, y, u, v,B,A, Dα
t u, uxx, uyy, D

α
t v, vxx, vyy)dxdydt. (5.3)

The adjoint Euler-Lagrange equations for Eq. (3.2) are

δL

δu
= 0,

δL

δv
= 0, (5.4)

which defines the Euler-Lagrange operators as

δ

δu
=

∂

∂u
+ (Dα

t )
∗ ∂

∂Dα
t u

+

∞∑
k=1

(−1)kDi1 · · ·Dik

∂

∂ui1,··· ,ik
,

δ

δv
=

∂

∂v
+ (Dα

t )
∗ ∂

∂Dα
t v

+

∞∑
k=1

(−1)kDi1 · · ·Dik

∂

∂vi1,··· ,ik
,

(5.5)

(Dα
t )

∗ is the adjoint operator to Dα
t , which is represented as

(Dα
t )

∗ = (−1)nIn−α
c (Dn

t ) =
C
t Dα

c . (5.6)

Here, In−α
c is the right-sided operator of fractional integration of order n − α,

which is expressed as

In−α
c R(x, t) =

1

Γ(n− α)

∫ C

t

R(τ, x)

(τ − t)1+α−n
dτ. (5.7)

For the case of two variables u(t, x, y) and v(t, x, y), we have

V̂ +Dx(ξ)I +Dy(ρ)I +Dt(τ)I = W1
δ

δu
+W2

δ

δv
+DtT

t +DxT
x +DyT

y, (5.8)

here, I is the identity operator, and V̂ is defined as

V̂ = τ
∂

∂t
+ ξ

∂

∂x
+ ρ

∂

∂y
+ η

∂

∂u
+ ϕ

∂

∂v
+ ηα,t

∂

∂Dα
t u

+ ϕα,t ∂

∂Dα
t v

+ ηx
∂

∂ux

+ ηxx
∂

∂uxx
+ ηyy

∂

∂uyy
+ ϕx ∂

∂vx
+ ϕxx ∂

∂vxx
+ ϕyy ∂

∂vyy
.

The Lie characteristic functions are presented as

W1 = η − ξux − ρuy − τut,

W2 = ϕ− ξvx − ρvy − τvt.
(5.9)

Eq. (3.2), which employs Riemann-Liouville fractional derivative, allows us to
find the component of a conserved vector Vi as

T t =

m−1∑
k=0

(−1)k0D
α−1−k
t (W1)D

k
t

∂L

∂0Dα
t u

− (−1)mJ(W1, D
m
t

∂L

∂Dα
t u

)

+

m−1∑
k=0

(−1)k0D
α−1−k
t (W2)D

k
t

∂L

∂0Dα
t v

− (−1)mJ(W2, D
m
t

∂L

∂Dα
t v

),

(5.10)
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where J(.) is expressed as

J(f, f1) =
1

Γ(m− α)

∫ t

0

∫ s

t

f(ζ, x, y)f1(µ, x, y)

(µ− ζ)α+1−m
dµdζ. (5.11)

Furthermore, the x and y components of conserved vectors T x and T y are calculated below,

T i = W1[
∂L

∂ui
−Dj

∂L

∂uij
] +W2[

∂L

∂vi
−Dj

∂L

∂vij
] +Dj(W1)

∂L

∂uij
+Dj(W2)

∂L

∂vij
.

(5.12)

Now, we apply the fundamental definitions provided in Eqs. (5.10), (5.11), and
(5.12) to find the conservation laws in Eq. (3.2). By doing so, we have derived the
following components of the conservation laws for Eq. (3.2) Therefore, we obtain
conserved vectors of vector field V3,

T t = Dα−1
t (−αu− αxux − αyuy − 2tut)A+ J(−αu− αxux − αyuy − 2tut,At)

+Dα−1
t (−αv − αxvx − αyvy − 2tvt)B + J(−αv − αxvx − αyvy − 2tvt,Bt),

T x = aBx(αu+ αxux + αyuy + 2tut)− aAx(αv + αxvx + αyvy + 2tvt)

− aB(2αux + αxuxx + αyuxy + 2tuxt) + aA(2αvx + αxvxx + αyvxy + 2tvxt),

T y = −bBy(αu+ αxux + αyuy + 2tut) + bAy(αv + αxvx + αyvy + 2tvt)

+ bB(2αuy + αxuxy + αyuyy + 2tuyt)− bA(2αvy + αxvxy + αyvyy + 2tvyt).
(5.13)

There are conserved vectors for vector field V1

T t = −ADα−1
t (ux) + J(−ux,At)− BDα−1

t (vx) + J(−vx,Bt),

T x = aBxux − aAxvx − aBuxx + aAvxx,

T y = −bByux + bAyvx + bBuxy − bAvxy.

(5.14)

Through calculation, the expressions of conserved vectors of vector field V2 are
obtained,

T t = −ADα−1
t (uy) + J(−uy,At)− BDα−1

t (vy) + J(−vy,Bt),

T x = aBxuy − aAxvy − aBuxy + aAvxy,

T y = −bByuy + bAyvy + bBuyy − bAvyy.

(5.15)

6. Conclusions
The invariance properties in the sense of Lie point symmetry of the time fractional
Schrödinger equation are presented in this paper. The Lie symmetries of the equa-
tions are acquired and the related fractional PDEs are reduced to FODEs. Besides,
we derive the power series solutions for the reduced systems. Furthermore, for time
fractional Schrödinger equation, the conservation analysis is performed using the
new conservation theorem, which is applied here for the identification of conserved
vectors.

This article solely focuses on the Lie symmetry analysis approach for time frac-
tional PDEs with constant coefficients. In future research endeavors, we aim to
address time fractional PDEs with variable coefficients via the Lie symmetry anal-
ysis method.
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