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Abstract. In this paper, we consider a class of p(x, ·)-integro-differential
Kirchhoff type problem with Dirichlet boundary conditions. Considering
various variational methods, we establish the existence of multiple solutions
taking into account the different situations concerning the non-linearity
and growth conditions.

1. Introduction and statement of the problem

The study of nonlinear problems involving nonlocal integro-differential op-
erators has seen an unusual escalation in the last decades, due mainly to their
presence in many real world applications (see, for instance, [1,10,12,27,30]). In
particular, the investigation of Kirchhoff-type equations has attracted a great
attention in view of its physical description, which considers the effects dur-
ing the vibration of elastic strings of the changes in the length of this area.
More precisely, the model proposed by Kirchhoff [25] is given by the following
equation

ρ
∂2u

∂t2
−

(
ρ0
h

+
E

2L

∫ L

0

∣∣∣∣∂u∂
∣∣∣∣2 dx

)
∂2u

∂x2
= 0, (1.1)

where ρ, L, h, and ρ0 are parameters described the mass density, the length of
the string, the area of cross section, and the initial tension respectively.
Alternatively, the stationary form of equation (1.1) is expressed as follows−

(
a+ b

∫
Ω
|∇u|2 dx

)
∆u = f(x, u) in Ω

u = 0 on ∂Ω
(1.2)

This formulation has garnered considerable attention since Lions’ seminal work
[29] by proposing a functional analysis to attack it. Following this work, on
the classical case (when s is an integer and p(x) = p =constant), several
equations of Kirchhoff type have been widely studied. The study of Kirchhoff
type equations has expanded to include the p-Laplacian operator, which is used
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in equations such as

−M
(∫

Ω

1

p
|∇u|pdx

)
∆pu = f(x, u) in Ω with u = 0 on the boundary ∂Ω,

(1.3)
where M and f must satisfy certain conditions. Further details on these
conditions can be found in references [14, 15, 20]. Furthermore, many papers
prolonged the constant case by including the exponent variable, the authors
showed the existence and multiplicity of weak solutions to various problems by
applying different variational methods. For example, Chung in [13] used the
mountain pass theorem along with Ekeland’s variational principle to obtain at
least two distinct nontrivial weak solutions for the problem

−M
(∫

Ω

1

p(x)
|∇u|p(x)dx

)
∆p(x)u = λf(x, u) in Ω with u = 0 on ∂Ω. (1.4)

Besides, in the case when λ = 1, problem (1.4) have been investigated in
reference [16] based on the direct variational approach and the theory of the
variable exponent Sobolev spaces.
On the other hand, the incipience of a generalisation including the fractional
case was by Fiscella and Valdinocci [22], the authors have proposed a station-
ary Kirchhoff model in the fractional scenario arising from an interesting phys-
ical interpretation. In their correction of the initial (one-dimensional) model,
they replaced the local spacial second derivative with the nonlocal operator
(−∆)s, according to this change, the tension on the string which classically

has a "nonlocal" nature from the mean of the kinetic energy
|∂xu|2

2
on [0, L],

has a further nonlocal behavior provided by the Hs-norm of the function u.
Moreover, the authors investigated the existence of multiple solutions for a
Kirchhoff type problem involving a nonlocal integro-differential operator, they
studied the following problem −M

(∫
R2N

|u(x)− u(y)|2K(x− y)dxdy

)
LKu = λf(x, u) + |u|2

∗−2u in Ω

u = 0 in RN\Ω.
(1.5)

where 2∗ =
2N

N − 2s
, λ is a positive parameter, the two functions M and f

are continuous and satisfying some hypothesis. In the context of the fractional
Laplacian operator, reference is also made to the work by Jia et al [23]. Be-
sides, other authors extend the scalar case to include problems driven by the
fractional p-Laplacian operator, see for instance [7, 34].
Lately, in [3, 5], the authors deal with fractional variable exponent case, they
generalized the Kirchhoff type problem by replacing the local p(x)-Laplacian
operator with the nonlocal fractional p(x, .)-Laplacian operator. For example,
in [5] based on the mountain pass theorem by Ambrosetti and Rabinowitz,
direct variational techniques, and Ekeland’s variational principle, the authors
dealt with the existence of nontrivial weak solutions for a particular class of
fractional p(x)-Kirchhoff type problems with Dirichlet boundary conditions.
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The problem under consideration is formulated as follows:

(Ps
M )


M

(∫
Q

1

p(x, y)

| u(x)− u(y))p(x,y)

|x− y|N+sp(x,y)
dx dy

)(
−∆p(x)

)s
u(x)

= λ|u(x)|r(x)−2u(x) in Ω,

u = 0 in RN\Ω.

This investigation explores different scenarios regarding the competition be-
tween the growth rates of functions p and r within (Ps

M ), which is crucial in
determining the eigenvalue spectrum of the problem.
More generally, this kind of problems was included also the generalized integro-
differential operator Lp(x,.)

K [6]. An intriguing extension of Kirchhoff-type prob-
lems has allowed numerous authors to investigate problems involving the vari-
able order fractional Laplacian operator, providing a more accurate description
of the diffusion process. For details see [28,33,36].
In that context, we will inspect if the generalisation of the model equation
introduced by Kirchhoff [25], which is an extended version of the classical
D’Alambert’s wave equation, can be considered in a more general functional
framework. Therefore, our aim in this paper is to establish the existence and
multiplicity of solutions in a smooth bounded domain Ω of RN (N ⩾ 2) for
the following p(x, ·)-Kirchhoff type problem

(P)

{
M
(
σϕK(u)

)
Lϕ
K (u(x)) = f(x, u) in Ω,

u = 0 on RN\Ω,
(1.6)

where
• the maps σϕK is defined as

σϕK(u) := σ(u) =

∫
Q
Φ (u(x)− u(y))K(x, y)dxdy,

and the set Q is given by Q := RN × RN\(Ωc × Ωc).
• The operator Lϕ

K appointed the general nonlocal integro-differential
operator introduced in [11] as follows

Lϕ
Ku(x) = p.v.

∫
RN

ϕ(u(x)− u(y))K(x, y)dy, ∀x ∈ RN ,

where p.v. is commonly refers to the principal value.
• The mapping ϕ : R −→ R is a continuous and even function such that

– (ϕ1): The map Φ defined in this way

Φ : R −→ R

t −→ Φ(t) :=

∫ |t|

0
ϕ(τ)dτ is strictly convex.

(1.7)

– (ϕ2): There exist two positive constants C1, and C2 such that

ϕ(t)t ⩾ C1|t|p(x,y) and |ϕ(t)| ⩽ C2|t|p(x,y)−1,

for all t ∈ R and (x, y) ∈ RN × RN ,
(1.8)
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where p(·, ·) is a bounded variable exponent with suitable assump-
tions given in Section 2.

– (ϕ3): For all t ∈ R, we have

Φ(t) ⩾
1

p+
ϕ(t)t. (1.9)

• The kernel K : RN ×RN −→ (0,+∞) belongs to the set of measurable
and symmetric functions that verify

– (K) : There exist two positive constants k1 and k2 such that

k1|x− y|−N−sp(x,y) ⩾ K(x, y) ⩾ k2|x− y|−N−sp(x,y)

∀(x, y) ∈ RN × RN with x ̸= y.
(1.10)

• The Kirchhoff function M : R+ −→ R is continuous and satisfies
– (M) : There exist two positive constants m1 and m2 such that

m1t
α(x)−1 ⩽M(t) ⩽ m2t

α(x)−1, (1.11)

with m2 ⩾ m1, for some α ∈ C+(Ω) (see Section 2).
• The non-linearity f : Ω×R −→ R is a Carathéodory function satisfying

the following conditions
– (f1) : There exists a constant µ such that

0 < µF (x, t) ≤ tf(x, t), for all (x, t) ∈ Ω× R,

where F (x, t) :=
∫ t

0
f(x, τ)dτ , also µ verifies this inequality µ >

α+p+.
– (f2) : ∃C > 0, such that |f(x, t)| ≤ C

(
1 + |t|q(x)−1

)
,

with q ∈ C+(Ω), and q(x) < p∗s(x):=
Np̄(x)

N−sp̄(x) for all x ∈ Ω.

– (f3) : f(x, t) = θ
(
|t|α−p+−1

)
−→ 0 as t −→ 0, for x ∈ Ω uni-

formly.
– (f4) : inf

{x∈Ω,|t|=1}
F (x, t) > 0.

– (f5) : There exists a positive constant ζ such that
f(x, t) ⩾ ζ|t|γ(x)−1, t→ 0, where γ ∈ C+(Ω).

Throughout this paper, it is essential to note that the assumptions (ϕ1)−(ϕ3)
and (K) are supposed to be verified and validated.

Now we are in a position to display our main results which are formulated
in the following theorems.

Theorem 1.1. Suppose that conditions (f2) and (M) hold. Moreover, if
α−p− > q+. Then there exists a weak solution to problem (P).

Theorem 1.2. Assume that conditions (f1), (f2), and (M) hold. We suppose
also that α−p+ < q−. Then problem (P) has a non-trivial weak solution.

Theorem 1.3. Assume that conditions (f1)−(f4) and (M) are satisfied. If f
also is an even function with respect to the second variable and α(x)p+ < q−

for all x ∈ Ω. Then problem (P) has infinitely many solutions uk satisfying
J(uk) −→ ∞ as k −→ ∞.
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Theorem 1.4. Assume that conditions (f1), (f2), (f3), (f5) and (M) hold.
If in addition, f is an even function with respect to the second variable and
γ+ < α(x)p− for a.e. x ∈ Ω. Then problem (P) has a sequence of solutions
(±uk)∞k=1 such that J (±uk) < 0, and J (±uk) → 0 as k −→ ∞.

The rest of this paper is organized as follows. In Section 2, we present some
necessary preliminary knowledge on the general fractional Sobolev space with
variable exponent. In section 3, we are going to apply different variational
methods in order to establish the existence and multiplicity of weak solutions
of our problem. In section 4, we present some examples to illustrate our mains
results.

2. Preliminaries and functional framework

In this section, we present key facts and foundational properties relevant to
the functional framework, alongside essential variational tools employed in this
paper.

2.1. Variable exponent Lebesgue spaces. For a more comprehensive un-
derstanding of these spaces, we refer the reader to the works of Fan and Ko-
vacik [21,26], as well as the insightful monograph by Diening et al. [17].
The space defined as follows

Lp(x)(Ω) =

{
u : Ω → R measurable such that:

∫
Ω
|u(x)|p(x)dx <∞

}
,

is known as the variable exponent Lebesgue space. Here, the exponent p be-
longs to the set

C+(Ω) = {p ∈ C(Ω) : p(x) > 1 for all x ∈ Ω, }

and it verifies the following property

1 < inf
x∈Ω

p(x) = p− ⩽ p(x) ⩽ p+ = sup
x∈Ω

p(x) < +∞.

The generalized Lebesgue space is a reflexive, separable, and Banach space if
it is equipped with the Luxemburg norm identified as

∥u∥Lp(x)(Ω) = inf

{
λ > 0;

∫
Ω

∣∣∣∣u(x)λ
∣∣∣∣p(x) dx ⩽ 1

}
,

which is equivalent to the modular norm

∥u∥ρp(.) = inf
{
λ > 0 : ρp(.)

(u
λ

)
⩽ 1
}
,

where the modular ρp(.) is defined in this way

ρp(x) : L
p(x)(Ω) −→ R

u 7−→ ρp(x)(u) =

∫
Ω
|u(x)|p(x)dx,

and it plays a crucial role in the analysis and manipulation of generalized
Lebesgue spaces.



6 R. P. AGARWAL, E. AZROUL, N.KAMALI, M. SHIMI

Besides, the Hölder’s inequality holds for variable exponent Lebesgue spaces
and its given by the following inequality∣∣∣∣∫

Ω
uv dx

∣∣∣∣ ⩽ ( 1
p− + 1

(p̂)−

)
∥u∥Lp(x)(Ω)∥v∥Lp̂(x)(Ω) ⩽ 2∥u∥Lp(x)(Ω)∥v∥Lp̂(x)(Ω),

(2.1)
for all u ∈ Lp(x)(Ω) and v ∈ Lp̂(x)(Ω), the latter space represents the conjugate
space of Lp(x)(Ω), where its exponent is defined by the relation

1
p(x) +

1
p̂(x) = 1, for all x ∈ Ω.

Furthermore, the connection between the modular ρp(.) and the Luxemburg
norm ∥.∥Lp(.)(Ω) is summarized in the following Proposition.

Proposition 2.1. Suppose that u ∈ Lp(x)(Ω) and {un} ⊂ Lp(x)(Ω), then we
have

(i) ∥u∥Lp(x)(Ω) < 1(resp. = 1, > 1) ⇔ ρp(x)(u) < 1( resp. = 1, > 1),

(ii) ∥u∥Lp(x)(Ω) < 1 ⇒ ∥u∥p+
Lp(x)(Ω)

⩽ ρp(x)(u) ⩽ ∥u∥p−
Lp(x)(Ω)

,

(iii) ∥u∥Lp(x)(Ω) > 1 ⇒ ∥u∥p−
Lp(x)(Ω)

⩽ ρp(x)(u) ⩽ ∥u∥p+
Lp(x)(Ω)

,

(iv) lim
n→+∞

∥un − u∥Lp(x)(Ω) = 0 ⇔ lim
n→+∞

ρp(x) (un − u) = 0.

2.2. The generalized fractional Sobolev spaces with variable expo-
nents. In this subsection, our aim is to provide an overview concerning the
generalized fractional Sobolev spaces with variable exponents, covering essen-
tial lemmas and properties that will prove useful later on. For more detailed
information, we specifically reference [5, 6, 9, 18, 24]. For that reason, it is im-
portant to recall the foundational findings of the fractional Sobolev spaces with
variable exponents.
Henceforth, we consider 0 < s < 1, and let p ∈ C+(Q) and satisfy

1 < p− = min
(x,y)∈Q

p(x, y) ⩽ p(x, y) ⩽ p+ = max
(x,y)∈Q

p(x, y) < +∞, (2.2)

along with the symmetry requirement expressed as

p(x, y) = p(y, x) for every (x, y) ∈ Q. (2.3)
As well as p(x) = p(x, x) for all x ∈ Ω. Then, the fractional Sobolev spaces
with variable exponent is defined as follows

W =W s,p(x,y)(Q) =

 u : RN −→ R measurable such that u|Ω ∈ Lp̄(x)(Ω) with∫
Q

|u(x)−u(y)|p(x,y)

λp(x,y)|x−y|N+sp(x,y) dxdy < +∞, for some λ > 0

 .

W is a Banach space under the following norm

∥u∥W s,p(x,y)(Q) = ∥u∥s,p(x,y) = ∥u∥Lp̄(x)(Ω) + [u]W ,

with the Gagliardo seminorm is given by the next formula

[u]W = [u]s,p(x,y)(Q) = inf

{
λ > 0 :

∫
Q

|u(x)− u(y)|p(x,y)

λp(x,y)|x− y|sp(x,y)+N
dx dy ⩽ 1

}
.
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Moreover,
(
W, ∥.∥W s,p(x,y)(Q)

)
is a reflexive and separable space.

Problem (P) has a variational structure, therefore we need to state an ap-
propriate variational formulation of it by introducing the suitable functional
setting which is the general fractional Sobolev space with variable exponent
introduced in [6] as follows

X =W
s,p(x,y)
K (Q) =

 u : RN −→ R measurable such that u|Ω ∈ Lp̄(x)(Ω) with∫
Q

|u(x)−u(y)|p(x,y)

λp(x,y) K(x, y)dxdy < +∞, for some λ > 0

 ,

The space X is endowed with following norm

∥u∥X = ∥u∥
W

s,p(x,y)
K (Q)

= ∥u∥K,p(x,y) = ∥u∥Lp(x)(Ω) + [u]K,p(x,y),

where the the generalized Gagliardo semi norm with variable exponent is de-
fined by

[u]K,p(x,y) = inf

{
λ > 0 :

∫
Q

|u(x)− u(y)|p(x,y)

λp(x,y)
K(x, y)dxdy ⩽ 1

}
. (2.4)

(X, ∥.∥X) is a separable, reflexive and Banach space [6, Corollary 1].
In the following, we consider the linear subspace of X defined as follows

X0 =W
s,p(x,y)
K,0 (Q) = {u ∈W

s,p(x,y)
K (Q) such that u = 0 in RN \ Ω}.

Consequently, the norm related to this functional is the generlized Gagliardo
semi-norm with variable exponent defined in (2.4). Hence,

(
X0, [.]K,p(·,·)

)
is a

separable, reflexive and Banach space [6, Lemma 8].
A fundamental tool utilized in the analysis of spaces with variable exponents
is the modular, as previously mentioned, which in this context is identified as

ρ0K,p(x,y) : X0 −→ R

u 7−→
∫
Q
|u(x)− u(y)|p(x,y)K(x, y)dxdy.

Similar to the results mentioned above (Proposition 2.1), the general fractional
Sobolev space with variable exponentX0 realized also the following connections
between ρoK,p(.,.) and the generalized Gagliardo semi norm. As well as, to avoid
confusion, we denote ∥u∥X0 = [u]K,p(x,y) for any u ∈ X0.

Proposition 2.2. Let p : Q −→ (1,+∞) be a continuous variable exponent
verifying conditions (2.2) and (2.3). K : RN×RN −→ (0,+∞) is a measurable
and symmetric function satisfying (1.10). Then for any u ∈ X0 and (uk) ⊂ X0,
we have

(1) 1 ⩽ ∥u∥X0 ⇒ ∥u∥p
−

X0
⩽ ρ0K,p(..)(u) ⩽ ∥u∥p

+

X0
,

(2) ∥u∥X0 ⩽ 1 ⇒ ∥u∥p
+

X0
⩽ ρ0K,p(.,)(u) ⩽ ∥u∥p

−

X0
,

(3) lim
k→+∞

∥uk − u∥X0 = 0 ⇐⇒ lim
k→+∞

ρ0K,p(..) (uk − u) = 0.

Following this, proceeding by stating a significant embedding result that
forms an essential part of upcoming proofs.
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Theorem 2.1 ([6, Theorem 3.1]). Let Ω be a Lipschitz bounded domain in
RN and s ∈ (0, 1). Let p : Q −→ (1,+∞) be a continuous variable exponent
satisfies conditions (2.2) and (2.3) with sp+ < N .Consider the kernel K :

RN×RN −→ (0,+∞) as a measurable and symmetric function with conditions
(1.10). Furthermore, Let q : Ω̄ −→ (1,+∞) be a continuous bounded variable
exponent such that

1 < q− ⩽ q(x) < p∗s(x) =
Np̄(x)

N−sp̄(x) , for all x ∈ Ω

Then, the space X is continuously embedded in Lq(x)(Ω). Mathematically ex-
pressed by the existence of a positive constant C = C(N, p, q, s,Ω), such that
for any u ∈ X, we have

∥u∥Lq(x)(Ω) ⩽ C∥u∥X ⩽ Cmax
{
1, k̃0

}
∥u∥X ,

where k̃0 = max{k
− 1

p−
0 , k

− 1
p+

0 }. Moreover, this embedding is compact.

Remark 2.1.
(1)- The continuous and compact embedding results remains true if we re-

place X by X0.

(2)- The norms ∥.∥X0 and ∥.∥X are equivalent on X0.

This subsection wraps up with the following lemma that outlines the basic
properties of the mapping σϕK .

Lemma 2.1 ([11, Lemma 2.10]). Assume that conditions (ϕ1)-(ϕ3) hold, and
the kernel is a measurable and symmetric function that verifies condition (K).
Then, the following properties hold true

(i) The functional σϕK is well-defined on X0, σ
ϕ
K ∈ C1(X0,R), and its

Gâteaux derivative is given by

⟨σϕK
′(u), v⟩ =

∫
Q
ϕ(u(x)− u(y))(v(x)− v(y))K(x, y) dx dy,

for all u, v ∈ X0.

(ii) The functional σϕK is weakly lower semicontinuous, implies that if un ⇀
u in X0 as n→ +∞, then σϕK(u) ≤ lim inf

n→+∞
σϕK(un).

(iii) The functional σϕK
′ : X0 → X∗

0 is an operator of type (S+) on X0,
which signifies that if

un ⇀ u in X0 and lim sup
n→+∞

⟨σϕK
′(un), un − u⟩ ≤ 0,

therefore un → u in X0 as n→ +∞.

2.3. Variational tools. In this subsection, we recall the main tools used in
the investigation of the existence of weak solutions for problem (P).

Theorem 2.2 ( [32, Mountain pass theorem]). Let E be a real Banach space
and let J ∈ C1(E,R) satisfies the Palais-Smale condition. Suppose that
J (0) = 0 and
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(R1) : There exist two positive real numbers r and δ such that J (u) ⩾ δ for
all u ∈ E with ∥u∥E = r.

(R2) : There exists ū ∈ E with ||ū||E > r, such that J (ū) < 0.
Then, J possesses a critical value c ≥ δ. Moreover, c can be characterized as

c = inf
g∈Γ

max
z∈[0,1]

J (g(z)),

where
Γ = {g ∈ C([0, 1], E) : g(0) = 0, g(1) = ū}.

Next, let E be a separable and reflexive Banach space, then we can find
ej ∈ E and e∗j ∈ E∗, where E∗ is the dual space of E such that

E = span{ej : j = 1, 2, . . .}, E∗ = span{e∗j : j = 1, 2, ...},
and

⟨e∗i , ej⟩ =

{
1, i = j,

0, i ̸= j.

For convenience, we constitute Ej := span {ej} , Yk := ⊕k
j=1Ej , Zk := ⊕∞

j=kEj .

Lemma 2.2 ( [35, Lemma 4.9]). Let q ∈ C+(Ω) such that q(x) < p∗s(x) for all
x ∈ Ω. We define

βk = sup
{
∥u∥Lq(x)(Ω); ∥u∥X0 = 1, u ∈ Zk

}
.

Then βk −→ 0 as k −→ ∞.

Definition 2.1. Let J ∈ C1(E,R), and c ∈ R. The function J satisfies
(PS)∗c (with respect to Yn), if any sequence

{
unj

}
⊂ E such that

unj ∈ Ynj , J
(
unj

)
→ c, J |′Ynj

(
unj

)
→ 0 in E∗ as nj → ∞,

admits a convergent subsequence.

Theorem 2.3 ( [32, Fountain theorem]). Assume that E is a separable Banach
space, and J ∈ C1(E,R) is an even functional. Moreover, suppose that for
each k = 1, 2, · · · there exist δk > rk > 0 such that:
(A1) : inf

u∈Zk,∥u∥=rk
J (u) → +∞ as k → +∞.

(A2) : max
u∈Yk,∥u∥=δk

J (u) ⩽ 0.

In addition, if J verifies the Palais-Smale condition (PS)c for every c > 0.
Then J has an unbounded sequence of critical values.

Theorem 2.4 ( [32, Dual fountain theorem]). Suppose that J ∈ C1(E,R) is an
even function where E is a separable Banach space, and for every k ⩾ k0 > 0,
there exist δk > rk > 0 such that:
(B1) : inf

u∈Zk,∥u∥=δk
J (u) ⩾ 0.

(B2) : max
u∈Yk,∥u∥=rk

(J u) < 0.
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(B3) : ak = inf
u∈Zk,∥u∥⩽δk

J (u) −→ 0 as k −→ +∞.

J verifies the Palais-Smale condition (PS)∗c for every c ∈ [ak0 , 0). Then, J
possesses a sequence of negative critical values converging to 0.

3. Proofs of the main results

In the present section, we establish the proof of the main results outlined in
Section 1 in details.

Definition 3.1. A function u ∈ X0 is said to be weak solution of problem (P)
if for every v ∈ X0, we have

M
(
σϕK(u)

)∫
Q
ϕ (u(x)− u(y)) (v(x)− v(y))K(x, y)dxdy =

∫
Ω
f(x, u)vdx,

Associated to the problem (P), we define the Euler-Lagrange functional J
as follows

J : X0 −→ R

u 7−→ M̂
(
σϕK(u)

)
−
∫
Ω
F (x, u)dx,

where M̂(t) =

∫ t

0
M(τ)dτ.

Consider the functionals φ and ψ defined on X0 as follows

φ : X0 → R ψ : X0 → R

u 7→ M̂(σϕk (u)) u 7→
∫
Ω
F (x, u) dx.

From conditions (1.11) and (1.8), we have for any u ∈ X0

φ(u) ⩽
m2

α−

(
C2

p−
ρ0K,p(x,y)(u)

)α(x)

.

Using Proposition 2.2, we acquire that φ is well defined. Furthermore, by using
conditions (f2), we get

ψ(u) ⩽ C∥u∥L1(Ω) +
C

q−
ρLq(x)(Ω)(u).

Since q(x) < p∗s(x) for all x ∈ Ω, the well-posedness of ψ is obtained directly
by using Proposition 2.1 and Remark 2.1.
On the other hand, M̂ is the primitive of the Kirchhoff function M , hence
M̂ ∈ C1(R,R), and the fact that Φ ∈ C1(R,R) implies that σϕK ∈ C1(X0,R).
Consequently, φ ∈ C1(X0,R). On the other hand, f is a Carathéodory function
acquires that ψ ∈ C1(X0,R). Therefore, J is of Class C1 on X0. Moreover its
derivative is given by this formula〈

J ′(u), v
〉
=M

(
σϕK(u)

)∫
Q
ϕ (u(x)− u(y)) (v(x)− v(y))K(x, y)dxdy

−
∫
Ω
f(x, u)vdx, for all (u, v) ∈ X0 ×X0.
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Consequently, weak solutions of problem (P) correspond to the critical points
of the functional J .

3.1. Proof of Theorem 1.1. By means of the direct variational method, we
establish the proof of Theorem 1.1.

Lemma 3.1. Under the assumptions of Theorem 1.1, the following properties
hold for the functional J on the space X0

(1) J is bounded from below and coercive.
(2) J is weakly lower semicontinuous.

Proof.
(1) Let u ∈ X0 with ∥u∥X0 > 1, then we have from conditions (f2) and

(M) that

J (u) = M̂
(
σϕK(u)

)
−
∫
Ω
F (x, u)dx

≥ m1
α+

(
σϕK(u)

)α(x)
− C

(∫
Ω
|u|+ 1

q(x) |u|
q(x) dx

)
≥ m1

α+

(
C1
p+
ρ0K,p(x,y)(u)

)α(x)
− C∥u∥L1(Ω) −

C

q−
ρLq(x)(Ω)(u),

Since q(x) < p∗s(x) for all x ∈ Ω, we obtain from the embedding results
stated in Remark 2.1 the existence of two positive constants C̃1 and
C̃2 such that

∥u∥L1(Ω) ⩽ C̃1∥u∥X0 and ∥u∥Lq(x)(Ω) ⩽ C̃2∥u∥X0 . (3.1)

Therefore, using Proposition 2.2 we get

J (u) ⩾ m1
α+

(
C1
p+

)α−

∥u∥p
−α−

X0
− CC̃1 ∥u∥X0

− CC̃2

q−
∥u∥q

+

X0
.

Given that p−α− > q+ > 1, then J (u) → ∞ as ∥u∥X0
→ ∞, as a

result J is coercive and bounded from below.
(2) Let {un} be a sequence inX0 such that un ⇀ u inX0 as n −→ +∞. We

have from Lemma 2.10 in [11, ] that σϕK is weakly lower semicontinuous,
then

σϕK(u) ⩽ lim inf
n→∞

σϕK(un),

as M̂ is continuous we get that

M̂
(
σϕK(u)

)
⩽ M̂

(
lim inf
n→∞

σϕK(un)
)
= lim inf

n→∞
M̂
(
σϕK(un)

)
.

Moreover, the compact embedding results stated in Remark 2.1 implies
that

un −→ u0 in Lq(x)(Ω),

un −→ u0 in L1(Ω).

Adding the fact that ψ ∈ C1(X0,R), we obtain

lim
n→∞

ψ(un) = ψ(u),
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therefore ψ is weakly continuous, and consequently ψ is weakly lower
semicontinuous. Finally, we conculde that J is weakly lower semicon-
tinuous on X0. □

Conclusion: In the light of the direct variational method, the functional J
attains its minimum on X0, then problem (P) admits a weak solution and
Theorem 1.1 holds.

3.2. Proof of Theorem 1.2. We will employ the mountain pass theorem as
our primary tool in establishing Theorem 1.2. Consequently, we state and
prove the subsequent results that will come in handy later.

Lemma 3.2. Assume that conditions (f1), (f2), and (M) are satisfied, then
J verifies the Palais Smale compactness condition.

Proof. Let {un} be a sequence in X0 that verifies

J (un) → c in R and J ′(un) → 0 as n→ +∞ in X∗
0 . (3.2)

From conditions (ϕ3) and (M), we have

c+ θn(1) ∥un∥X0
≥J (un)− 1

µ

〈
J ′(un), un

〉
=M̂

(
σϕK(un)

)
−
∫
Ω
F (x, un)dx+ 1

µ

∫
Ω
f(x, un)undx

− 1
µM

(
σϕK(un)

)∫
Q
ϕ (un(x)− un(y)) (un(x)− un(y))K(x, y)dxdy,

≥m1
α+

(
σϕK(un)

)α(x)
+

∫
Ω

(
1
µf(x, un)un − F (x, un)

)
dx

− m2p+

µ

(
σϕK(un)

)α(x)−1
∫
Q
Φ (un(x)− un(y))K(x, y)dxdy,

using condition (f1) and Proposition 2.2, we acquire

c+θn(1) ∥un∥X0
≥
(
m1
α+ − m2p+

µ

)(
σϕK(un)

)α(x)
≥
(
C1
p+

)α− (
m1
α+ − m2p+

µ

)
∥un∥α

−p−

X0
.

In consideration of the condition that
µ

α+p+
> 1, we get that {un} is bounded

inX0. Accordingly, by the embedding result in Remark 2.1, there exists u ∈ X0

such that for a subsequence of {un}, we have

un ⇀ u in X0,

un → u a.e. in Ω,

un → u in Lq(·)(Ω).

By the application of Hölder’s inequality and condition (f2), we have∣∣∣∣∫
Ω

f (x, un) (un − u) dx

∣∣∣∣ ⩽ C

∫
Ω

|un − u| dx+ C

∫
Ω

|un|q(x)−1 |un − u| dx

⩽ C̃3 ∥un − u∥Lq(x)(Ω) + 2C
∥∥∥|un|q(x)−1

∥∥∥
Lq̂(x)(Ω)

∥un − u∥Lq(x)(Ω).
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It follows that ∫
Ω
f(x, un)(un − u)dx −→ 0 as n→ ∞. (3.3)

Owing to (3.2) and the weak convergence of {un}, we get

lim
n→∞

〈
J ′ (un) , un − u

〉
= 0,

which implies

M
(
σϕK(un)

)∫
Q
ϕ (un(x)− un(y)) ((un − u)(x)− (un − u)(y))K(x, y)dxdy

−
∫
Ω
f(x, un)(un − u)dx −→ 0 as n→ ∞.

Combining this fact with (3.3), we obtain

lim
n→∞

M
(
σϕ
k (un)

)∫
Q

ϕ (un(x)− un(y)) ((un − u)(x)− (un − u)(y))K(x, y)dxdy = 0.

From the boundedness of {un}, we can assume that∫
Q
Φ (u(x)− u(y))K(x, y)dxdy −→ ℓ ⩾ 0 as n −→ ∞.

In the case when ℓ = 0, the proof is finished. In the other case (ℓ ̸= 0), by the
continuity of Kirchhoff’s function, we get

lim
n→∞

M
(
σϕK(un)

)
=M(ℓ).

Therefore,∫
Q
ϕ (un(x)− un(y)) ((un − u)(x)− (un − u)(y))K(x, y)dxdy −→

n→∞
0.

By the same argument, we find∫
Q
ϕ (u(x)− u(y)) ((un − u)(x)− (un − u)(y))K(x, y)dxdy −→

n→∞
0.

From Lemma 2.1, the mapping σϕ ′
K is of type (S+), then {un} converges

strongly to u in X0. In conclusion, J satisfies the Palais-Smale condition.
□

Now, it remains to prove the geometrical conditions of the mountain pass
theorem of Ambrosetti and Rabinowitz [2]. Therefore, we have to verify (R1)
and (R2) in Theorem 2.2.
•Proof of (R1): For any u ∈ X0 with ∥u∥X0 < 1, we have based on conditions
(f2) and (M) that

J (u) = M̂
(
σϕK(u)

)
−
∫
Ω
F (x, u)dx

⩾ m1
α(x)

(
σϕK(u)

)α(x)
− C

∫
Ω

(
|u|+ 1

q(x) |u|
q(x)
)
dx.

(3.4)
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Conditions (ϕ1) and (ϕ2), Proposition 2.2, and the embedding result (3.1)
imply that

J (u) ⩾
m1

α+

(
C1

p+

)α−

∥u∥α
−p+

X0
− CC̃1 ∥u∥X0

− CC̃2

q−
∥u∥q

−

X0
,

= ∥u∥α
−p+

X0

(
m1

α+

(
C1

p+

)α−

− CC̃1∥u∥1−α−p+

X0
− CC̃2

q−
∥u∥q

−−α−p+

X0

)
.

Next, consider the function g defined as follows

g : [0, 1] −→ R

t −→ m1

α+

(
C1

p+

)α−

− CC̃1t
1−α−p+ − CC̃2

q−
tq

−−α−p+ .

It is obvious to see that g is strictly positive in a neighbourhood of zero,
therefore the proof of the condition (R1) is complete.
• Proof of (R2) : Let us introduce the function δ1 : [1,+∞) −→ R by

δ1(t) = t−µF (x, tτ)− F (x, τ), for all (x, τ) ∈ Ω× R.

δ1 is differentiable, and for each t > 1, we have

δ′1(t) = t−µ−1 (f(x, tτ)tτ − µF (x, tτ)) .

The (AR) condition (f1), implies that δ1 is an increasing function on [1,+∞),
then

δ1(t) ⩾ 0 for all t ∈ [1,+∞), (3.5)

which means that

t−µF (x, tτ) ⩾ F (x, τ), for all (x, τ) ∈ Ω× R. (3.6)

Now, for any ū1 ∈ X0 with ū1 > 0 and t > 1, using the previous result and
condition (M) to get

J (tū1) =M̂
(
σϕK(tū1)

)
−
∫
Ω
F (x, tū1)dx

⩽
m2

α−

(
C2

p−

)α+

tα
+p+

(
ρ0K,p(x,y) (ū1)

)α+

− tµ
∫
Ω
F (x, ū1)dx.

Since µ > α+p+ we get J (tū1) −→ −∞ as t −→ +∞.
Consequently, for t large enough, if we take ū = tū1, then there exists ū ∈ X0

with ∥ū∥X0 > r such that J (ū) < 0.
Conclusion: As a consequence, the geometrical conditions (R1) and (R2) of
mountain pass theorem are fulfilled. Moreover, from the fact that J (0) = 0
and Lemma 3.2, we conclude that J has a nontrivial weak solution. Therefore
Theorem 1.2 is proved.
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3.3. Proof of Theorem 1.3. Now, using the fountain theorem, we show that
the problem (P) has a sequence of weak solutions with unbounded energy. To
achieve this this, we will check the conditions (A1) and (A2) of Theorem 2.3.
• (A1) : On Zk, based on (f2) and (M), we obtain

J (u) = M̂
(
σϕK(u)

)
−
∫
Ω
F (x, u)dx

≥ m1
α+

(
σϕK(u)

)α(x)
− C

(∫
Ω
|u|+ 1

q(x) |u|
q(x) dx

)
≥ m1

α+

(
C1
p+

)α−

ρ0K,p(x,y)(u)
α(x) − C∥u∥L1(Ω) −

C

q−
ρLq(x)(Ω)(u),

using the embedding inequalities (3.1) stated previously and Proposition 2.2,
we acquire

J (u) ≥ m1
α+

(
C1
p+

)α−

∥u∥p
−α−

X0
− CC̃1 ∥u∥X0

− C̃4β
q+

k ∥u∥q
+

X0
,

where βk is as in Lemma 2.2, and choose rk =

(
C̃4β

q+

k q+(p+)α
−

m1Cα−
1

) 1
α−p−−q+

.

Therefore

J (u) ⩾ m1

(
1
α+ − 1

q+

)(
C1
p+

)α−

rα
−p−

k − CC̃1rk.

Consequently, since α−p− < q+ and from Lemma 2.2, we have that rk −→ +∞.
as k −→ +∞. Then, for any u ∈ Zk such that ∥u∥X0 = rk, we get

inf
u∈Zk,∥u∥X0

=rk
J (u) ⩾ m1

(
1

α+
− 1

q+

)(
C1

p+

)α−

rα
−p−

k − CC̃1rk −→ +∞.

• (A2) : Let δ2 be a function defined for all (x, t) ∈ Ω× R as follows

δ2 : [1,+∞) −→ R
τ −→ F (x, τ−1t)τµ,

δ2 is differentiable, and for each t ⩾ 1, we have

δ′2(τ) = τµ−1
(
µF (x, τ−1t)− τ−1tf(x, τ−1t)

)
.

From condition (f1), we infer that δ2 is a decreasing function. Integrating this
result with condition (f4) signifies the existence of C̃5 > 0 such that

F (x, t) ⩾ C̃5|t|µ, for any |t| ⩾ 1, and x ∈ Ω. (3.7)

Condition (f3) implies that there exists C̃6 > 0, and t̃ > 0 such that

|F (x, t)| ⩽ C̃6|t|α
−p+ , for all x ∈ Ω and 0 ⩽ |t| ⩽ t̃. (3.8)

Moreover, condition (f2) simply means that we can find C̃7 > 0 such that

|F (x, t)| ⩽ C̃7|t|q
−
⩽ C̃7|t|α

−p+ , for all t̃ ⩽ |t| ⩽ 1. (3.9)

We get from the previous results that

F (x, t) ≥ C̃5|t|µ −
(
C̃6 + C̃7

)
|t|α−p+ , for all x ∈ Ω and t ∈ R. (3.10)
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Therefore, combining (3.10), condition (M) and the embedding result in Re-
mark 2.1, we deduce

J (u) =M̂
(
σϕK(u)

)
−
∫
Ω
F (x, u)dx

⩽
m2

α−

(
σϕK(u)

)α(x)
− C̃5

∫
Ω
|t|µdx+

(
C̃6 + C̃7

)∫
Ω
|t|α−p+dx

⩽ m2
α−

(
C2
p−

)α+

∥u∥α
+p+

X0
− C̃8∥u∥µX0

+ C̃9∥u∥α
−p+

X0
.

Since Yk is a finite space, then all the norms are equivalents on Yk, also
µ > α+p+, which implies that condition (A2) holds for δk large enough.
Conclusion: Since J is an even functional, and by Lemma 3.2, J verifies the
Palais-Smale condition. Therefore J satisfies the fountain Theorem assump-
tions, as a consequence, the proof of Theorem 1.3 is completed.

3.4. Proof of Theorem 1.4. To demonstrate the existence of infinitely many
solutions with negative energy for problem (P), we will employ the dual foun-
tain theorem, as outlined in Theorem 2.4, as our variational tool. We begin
by establishing the Palais-Smale compactness condition (PS)∗c .

Lemma 3.3. Suppose that conditions (f1), (f2) and (M) hold, then J verifies
the (PS)∗c condition.

Proof. Let {unj}nj be a sequence on X0 such that

unj ∈ Ynj , J
(
unj

)
→ c, and J |′Ynj

(
unj

)
→ 0, as nj → +∞.

By the same argument of Lemma 3.2, we obtain the boundedness of {unj}nj .
The reflexivity of the spaceX0 implies the existence of a subsequence of {unj}nj

such that unj ⇀ u in X0.
On the other hand, we can choose vnj ∈ Ynj such that vnj → u in X0 (because
X0 = ∪njYnj ). Therefore,

lim
nj→∞

〈
J ′ (unj

)
,
(
unj − u

)〉
= lim

nj→∞

〈
J ′ (unj

)
,
(
unj − vnj

)〉
+ lim

nj→∞

〈
J ′ (unj

)
,
(
vnj − u

)〉
= lim

nj→∞

〈(
J |Ynj

)′ (
unj

)
,
(
unj

− vnj

)〉
= 0.

Consequently, depending on the proof of Lemma 3.2, we get that unj → u,
hence the proof is completed. □
Proof of (B1). From conditions (f2), and (f3), we can find ε > 0 and Cε > 0
such that

F (x, t) ≤ ε|t|α−p+ + Cε|t|q(x), for all (x, t) ∈ Ω× R. (3.11)

For any u ∈ Zk, such that ∥u∥X0 = 1, and 0 < t < 1, we have

J (tu) =M̂
(
σϕK(tu)

)
−
∫
Ω
F (x, tu)dx

⩾
m1

α+

(
σϕK(tu)

)α−

− ε

∫
Ω
|tu|α−p+dx− Cε

∫
Ω
|tu|q(x)dx

⩾
m1

α+

(
C1

p+

)α−

tα
−p+(ρ0K,p(x,y))

α(x) − εtα
−p+

∫
Ω
|u|α−p+dx− tq

−
Cε

∫
Ω
|tu|q(x)dx,
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since ∥u∥X0 = 1, then ρ0K,p(x,y) = 1. In view of embedding result stated in
Remark 2.1 and the definition of βk, we obtain

J (tu) ⩾
m1

α+

(
C1

p+

)α−

tα
−p+ − εtα

−p+(C̃10)
α−p+ − Cεt

q−βq
−

k

⩾

(
m1

α+

(
C1

p+

)α−

− ε(C̃10)
α−p+

)
tα

−p+ − Cεβ
q−

k tq
−
.

By choosing
m1(C1)

α−

2α+(p+)α−(C̃10)α
−p+

> ε, we find

J (tu) ⩾
m1

2α+

(
C1

p+

)α−

tα
−p+ − Cεβ

q−

k tq
−
. (3.12)

For k sufficiently large, we take t = δk small enough. Therefore, J (tu) ⩾ 0, for
u ∈ Zk where ∥u∥X0 = 1. Hence the condition (B1) of dual fountain theorem
is verified.
Proof of (B2). Let u ∈ Yk such that ∥u∥X0 = 1, and let 0 < t < δk < 1.
From conditions (f5) and (M), we obtain by using the embedding result

J (tu) = M̂
(
σϕK(tu)

)
−
∫
Ω
F (x, tu)dx

⩽
m2

α−

(
σϕK(tu)

)α(x)
− ζ

∫
Ω

|tu|γ(x)

γ(x)
dx

⩽
m2

α−

(
C2

p−

)α+

tα
+p− − ζ

γ+
tγ

+

∫
Ω
|u|γ(x)dx

⩽
m2

α−

(
C2

p−

)α+

tα
+p− − τ

γ+
tγ

+
,

Since α+p− > γ+, we can find 0 < rk < δk such that J (u) < 0, for u ∈ Yk
with ∥u∥X0 = rk. This shows (B2).
Proof of (B3). We have that Yk ∩ZK = ∅ and for all 0 < rk < δk. Moreover,
from (B2), we have that J (u) < 0, for u ∈ Yk with ∥u∥X0 = rk. Then ak < 0.
On the other hand, for any 0 ⩽ t ⩽ δk ⩽ 1 and w ∈ Zk, where ∥w∥X0 = 1, we
obtain by an argument similar to the one in the verification of (B1) that

J (tw) ⩾ −Cεβ
q−

k tq
−
.

Hence 0 > ak ⩾ −Cεβ
q−

k . Therefore ak → 0 as k → ∞. Then (B3) follow.
Conclusion: In the view of the dual fountain theorem the proof of Theorem
1.4 is reached.

4. Examples

Now, we present some examples and particular cases of the function ϕ, the
kernel K , and the nonlinearity f which illustrate the results of this paper.
Especially, we will provide an example that verifies the conditions of Theorem
1.4. This is particularly important as the theorem contains numerous con-
ditions on f that appear challenging to satisfy simultaneously. Our example
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aims to illustrate the feasibility of these conditions.

A typical cases for ϕ and the kernel K are given by :

ϕ(t) = |t|p(x,y)−2t and K(x, y) = |x− y|−(N+sp(x,y))

In this case, the operator Lϕ
K reduces to the fractional p(x, .)-Laplacian oper-

ator (−∆)sp(x,.) (See for instance [4, 9]). Therefore

σϕK(u) := σ(u) =

∫
Q

1
p(x,y)

|u(x)− u(y)|p(x,y)

|x− y|N+sp(x,y)
dxdy.

We takeN = 3 and we consider Ω =
{
(x1, x2, x3) ∈ RN : x21 + x22 + x23 ⩽ 10

}
.

For the variable exponent p(., .), we can take

p(x, y) =
7

2
+

1

2
sin
[
(x21 + x22 + x23)π

]
+

1

2
sin
[
(y21 + y22 + y23)π

]
.

It is clear that p ∈ C+(Q), p− = 5
2 and p+ = 9

2 .

Consequently, the problem (P) becomes

(P1)

 M

(∫
Q

1
p(x,y)

|u(x)− u(y)|p(x,y)

|x− y|N+sp(x,y)
dxdy

)
(−∆)sp(x,.) (u(x)) = f(x, u) in Ω,

u = 0 in RN\Ω.
For the non-linearity f , we can give the following example

f(x, t) =

{
t10, |t| > 1,

t6, |t| ≤ 1.

• By choosing µ = 11, condition (f1) holds.

• If we take q(x) = 6 + sin [(x1 + x2 + x3)π], therefore condition (f2) is
verified.

• If we consider γ(x) = 11
6 + 1

2 sin [(x1 + x2 + x3)π], we have that γ+ <

α(x)p−, which means that condition (f5) is fulfilled.

Conclusion: By considering the above particular cases, for example, the as-
sumptions of Theorem 1.4 are satisfied. So, the results obtained in Theorems
1.4 remain true for problem (P1). The problem and results are all new.
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