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Abstract

In this study, we present a numerical scheme for solving a class of fractional-order partial

differential equations. First, we introduce ψ-Laguerre polynomials, then, we employ ψ-

shifted Chebyshev and ψ-Laguerre polynomials for the solution of space-time fractional-order

differential equations. In our approach, we project ψ-shifted Chebyshev and ψ-Laguerre

polynomials to develop operational matrices of fractional-order integration. The use of these

orthogonal polynomials converts the problem under consideration into a system of algebraic

equations. The solution of this system provides the unknown matrix which is then used to

obtain the approximated numerical solution. Finally, some illustrative examples are included

to observe the validity and applicability of the proposed method.
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1. Introduction

Fractional calculus is becoming a rapidly growing field in theory and applications. Math-

ematical modeling using fractional calculus is the best tool to demonstrate many real-world

phenomenons successfully in engineering and physical sciences. In the past few decades, frac-

tional order differential equations have gained wide-ranging applications in different fields

like diffusion process [1], electrical activity in the heart [2], oscillation theory [3], thermal
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conductivity [4] and many more. For further understanding and application of fractional

differential equation in the practical life, the development of different numerical techniques

is a need of time now. Fractional-order partial differential equations can be used in the

modification of various numerical techniques in natural sciences, physical sciences, optical

and engineering technology, fluid mechanics and mechanics. Researchers have developed

the analytical solutions of some mathematical models using Laplace transform method [5],

Green’s function method [6], Fourier method [7] etc, but generally, it is not possible to solve

complex models involving fractional order ordinary and partial differential equations for ana-

lytic solution. So, various efficient numerical techniques are developed to avoid complexities

in computation and difficulty in obtaining explicit analytical solutions.

Recently, researchers are working on numerical methods involving operational matrix of

fractional-order differentiation and integration using different types of orthogonal polynomi-

als. I. Talib and F. Ozger in [8] formulated generalized operational matrices in the sense

of Riemann-Liouville and Hilfer fractional-order integral and differential operators using

Hermite polynomials to develop a numerical scheme for the solution of Bagley-Torvik dif-

ferential equation. The authors in [9] formulated numerical solutions of multiple non-linear

fractional differential equations by developing operational matrices of the Caputo-Fabrizio

derivative with the aid of shifted Chebyshev polynomials. In [10], Jafar Biazar and Khadijeh

Sadri solved temporal fractional-order partial differential equations using two-variable Jacobi

polynomials constructing operational matrices of the integration. S. Kumbinarasaiah et al.

presented the solution of the non-linear Rosenau-Hyman equation using Hermite polynomi-

als in [11]. The authors in [12] developed an analytical technique for the investigation of the

new soliton configurations of 3D non-linear fractional model.

Fractional calculus deals with numerous definition of fractional integrals and derivatives

with different kernels. Kilbas et al. [13] introduced the idea of fractional derivative and

integral of a function with respect to some other function. O. P. Agarwal presented some

generalized fractional operators of integration and differentiation in [14]. Recently, Ricardo

Almeida in [15], introduced ψ-Caputo fractional operator generalizing a class of fractional

derivatives. The authors in [16] presented definition and some properties of ψ-Hilfer frac-

tional derivative. In application, a particular problem must be modeled using the given

collection of data choosing specific type of operators, which one fits best. On the other

hand, mathematically, we try to make the context as general as possible to use the results on

different models. The knowledge of some specific desired properties in modeling a particular
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problem is useful for the choice of the most appropriate model. Thus, the proper approach

of classes may be helpful in understanding a variety of emerging behaviors [17, 18].

D. Vivek et al. in [19] studied the existence and stability of solutions for partial dif-

ferential equations using ψ-Caputo fractional derivative. In [20], the authors presented a

numerical method for the solution of fractional differential equations containing generalized

Caputo-type fractional derivatives developing generalized derivatives and integral opera-

tional matrices. A certain type of non-linear fractional pantograph differential equation for

the existence and uniqueness of periodic solutions is investigated in [21]. The authors in [22]

presented a numerical scheme to solve space-time fractional partial differential equations

utilizing ψ-Caputo fractional derivative to compute differentiation matrices. H. Dehestani et

al. in [23], developed operational and pseudo operational matrices of integer and fractional

order to solve a class of fractional differential equation using Legendre and Laguerre polyno-

mials. The authors in [24] formulated numerical solution of fractional differential equations

of a certain class using hybrid Bernoulli polynomials and block pulse functions developing

operational matrices of fractional-order integration.

Taking motivation by above cited work, we formulate a numerical technique for the

solution of a class of fractional-order partial differential equations using these generalized or-

thogonal polynomials. We construct the operational matrices of fractional-order integration

using modified polynomials named ψ-shifted Chebyshev and ψ-Laguerre polynomials. The

use of these orthogonal polynomials help in reducing the problem into a system of algebraic

equations. The unknown matrix is evaluated from this system of equations which is used to

obtain the desired solution. Consider fractional-order partial differential equation

µ(x, t)
∂γ,ψu(x, t)

∂xγ
+ λ(x, t)

∂ζ,ψu(x, t)

∂tζ
= h(x, t), (1.1)

on the domain ∆ = [0, L]× [0, T ] for initial and boundary conditions

u(x, 0) = q0(x), 0 ≤ x ≤ L,

u(0, t) = p0(t) and u(L, t) = p1(t), 0 ≤ t ≤ T,

where 0 < γ, ζ ≤ 2, µ(x, t) and λ(x, t) may be constants or variables, h(x, t), q0(x), p0(x)

and p1(x) are known functions.

The presented numerical scheme involves the idea of computing fractional-order differen-

tiation and integration of one function with respect to some other function ψ. The structure

of these specific integral and differential operators is kept in mind and the modification of
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classical polynomials like shifted Chebyshev and Laguerre is carried out in such a way that

these involve the same function with respect to which fractional-order integration and dif-

ferentiation is performed. This helps in the analytic and numerical assessment of modified

polynomials. Generalized polynomials with suitable exponents are also helpful in error min-

imization and obtaining a better convergence rate. The choice of an appropriate basis for

the generalized polynomials often reduces the computational cost and memory requirements

of the resulting algorithm in certain classes of differential equations [25].

This article is organized as follows. Some preliminaries and lemmas from fractional

calculus are recalled in Section 2. Section 3 is devoted to the introduction of ψ-shifted

Chebyshev and ψ-Laguerre polynomials. The approximation of single and two variable

functions is presented in Section 4. Operational matrices of fractional-order integration are

obtained in Section 5. Section 6 deals with the formulation of the proposed numerical scheme.

Error and convergence analysis is discussed in Section 7. In Section 8, some numerical

examples are solved to show the applicability of the presented method.

2. Preliminaries

In this section, some basic notations and preliminaries are discussed that will be helpful

in the presentation of our work.

Definition 2.1. [26] Consider ϑ > 0 and a finite or infinite interval I on the real line R.

Let ψ(x) be an increasing function with continuous derivative ψ′(x) on (a, b). Then, the

fractional integral of the integrable function u with respect to another function ψ is defined

as

Iϑ,ψa u(x) :=
1

Γ(ϑ)

∫ x

a

(ψ(x)− ψ(ρ))ϑ−1u(ρ)ψ′(ρ)dρ,

and for function of two variables u(x, t) with u : I × R+ → R, we define

Iϑ,ψa,x u(x, t) :=
1

Γ(ϑ)

∫ x

a

(ψ(x)− ψ(ρ))ϑ−1u(ρ, t)ψ′(ρ)dρ.

Definition 2.2. [15] Let ϑ > 0, ψ ∈ Cn(I;R) where n ∈ N, I = [a, b], and ψ is an increasing

function with ψ′(x) 6= 0 ∀ x ∈ I, then, we define ψ-Caputo fractional derivative as:

For u ∈ Cn(I;R)

Dϑ,ψ
a u(x) := In−ϑ,ψa u

[n]
ψ (x),
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so that

Dϑ,ψ
a u(x) :=

u
[k]
ψ (x), if ϑ = k ∈ N,

1
Γ(n−ϑ)

∫ x
a

(ψ(x)− ψ(ρ))n−ϑ−1ψ′(ρ)u
[n]
ψ (ρ)dρ, if ϑ /∈ N,

where Γ is the famous Gamma function and

u
[n]
ψ (x) :=

( 1

ψ′(x)

d

dx

)n
u(x). (2.1)

For u ∈ Cn−1(I;R)

Dϑ,ψ
a u(x) := Dϑ,ψ

a

[
u(x)−

n−1∑
l=0

u
[l]
ψ (a)

l!
(ψ(x)− ψ(a))l

]
,

with n = ϑ if ϑ ∈ N and n = [ϑ] + 1 if ϑ /∈ N, where [ϑ] represents integer part of ϑ. In case

of u(x, t) and u : I × R+ → R, we define

For u ∈ Cn(J ;R)

Dϑ,ψ
a,x u(x, t) := In−ϑ,ψa,x u

[n]
ψ (x, t),

so that

Dϑ,ψ
a,x u(x, t) :=

u
[k]
ψ (x, t), if ϑ = k ∈ N,

1
Γ(n−ϑ)

∫ x
a

(ψ(x)− ψ(ρ))n−ϑ−1ψ′(ρ)u
[n]
ψ (ρ, t)dρ, if ϑ /∈ N,

For u ∈ Cn−1(J ;R)

Dϑ,ψ
a,x u(x, t) := Dϑ,ψ

a,x

[
u(x, t)−

n−1∑
l=0

u
[l]
ψ (a, t)

l!
(ψ(x)− ψ(a))l

]
,

where J = I × R+ and u
[n]
ψ (x, t) =

(
1

ψ′(x)
∂
∂x

)n
u(x, t).

Lemma 2.3. [21] Suppose ϑ, θ > 0, then, semigroup property satisfied by ψ-fractional inte-

gral operator is

Iθ,ψa Iϑ,ψa u(x) = Iθ+ϑ,ψa u(x).

Lemma 2.4. [21] Let ϑ > 0, θ > 0, then, fractional integral of g(x) = (ψ(x)− ψ(a))(θ−1) is

Iϑ,ψa g(x) =
Γ(θ)

Γ(θ + ϑ)
(ψ(x)− ψ(a))ϑ+θ−1.
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Lemma 2.5. [15] Let ϑ > 0, θ > 0, then, g(x) = (ψ(x)−ψ(a))(θ−1) has fractional derivative

Dϑ,ψ
a g(x) =

Γ(θ)

Γ(θ − ϑ)
(ψ(x)− ψ(a))(θ−ϑ−1).

Theorem 2.6. [15] For u : [a, b]→ R, n− 1 < ϑ < n where n ∈ N
(i) if u ∈ C1[a, b], then, Dϑ,ψ

a Iϑ,ψa u(x) = u(x),

(ii) if u ∈ Cn−1[a, b], then, Iϑ,ψa Dϑ,ψ
a u(x) = u(x)−

∑n−1
s=0

u
[s]
ψ (a)

s!
(ψ(x)− ψ(a))s,

where u
[s]
ψ (a) is defined in (2.1).

Definition 2.7. [26] Let ψ be an increasing function such that ψ′ 6= 0 on the interval

I = [a, b], then the space H2
ψ defined as

H2
ψ(I;R) =

{
g̃ : I → R : g̃ is measurable and

∫
I
|g̃(x)|2τ(x)ψ

′
(x)dx <∞

}
,

where τ(x) is the weight function, is a Hilbert space. The inner product and the norm are

defined as

(g̃, h̃)H2
ψ(I;R) =

∫
I
g̃(x)h̃(x)τ(x)ψ′(x)dx, g̃, h̃ ∈ H2

ψ(I;R),

‖g̃‖H2
ψ(I;R) =

(∫
I
|g̃(x)|2τ(x)ψ

′
(x)dx

) 1
2

, g̃ ∈ H2
ψ(I;R).

3. Modified polynomials

Approximation by orthogonal family of functions is a topic of interest these days due

to its wide application in science, engineering and many other fields. The most common

orthogonal polynomials are Chebyshev, Hermite, Legendre, Jacobi, Laguerre, Genochhi etc.

Original and modified forms of these orthogonal polynomials are used in different mathemat-

ical techniques to solve fractional differential equations. A. Baseri et al. in [27] formulated

the numerical solution of diffusion equation by using rational Chebyshev functions. In [28],

O. Postavaru and A. Toma presented a numerical method for two-dimensional fractional dif-

ferential equations by developing fractional-order hybrid functions of block-pulse functions

and Bernoulli polynomials. The authors in [22] presented a numerical scheme for the solution

of a class of fractional partial differential equations by constructing the operational matrices

of fractional differentiation using ψ-shifted Chebyshev polynomials.
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3.1. ψ-shifted Chebyshev polynomials

Chebyshev polynomials have a vast range of applications in different fields. These or-

thogonal polynomials are defined as Tk(x) = cos(k arccos(x)) on the interval [−1, 1]. The

orthogonality relation for these polynomials is∫ 1

−1

Tq(x) Tl(x) W(x)dx = εqδql,

where W(x) = (1 − x2)−
1
2 is the weight function, ε0 = π, εq = π

2
when q 6= 0 and δql is the

Kronecker delta. In analysis and computation, we use shifted Chebyshev polynomials that

are defined on the interval [0, 1] by introducing change of variable t = 2x− 1 as

T ∗k (x) = cos(k arccos(2x− 1)) = Tk(2x− 1), x ∈ [0, 1],

and orthogonality of shifted Chebyshev polynomial is∫ 1

0

T ∗q (x) T ∗l (x) W∗(x)dx = εqδql,

where W∗(x) = (x− x2)−
1
2 is the weight function. The analytical form of shifted Chebyshev

polynomials is [29]

T ∗m(x) =
m∑
i=0

m(−1)(m−i)(2)2i(m+ i− 1)!

(2i)!(m− i)!
xi, m > 0, (3.1)

ψ-shifted Chebyshev polynomials which are modified form of shifted Chebyshev polynomials

are defined as [29]

T∗ψm (x) =
m∑
i=0

m(−1)(m−i)(2)2i(m+ i− 1)!

(2i)!(m− i)!
(ψ(x))i, m > 0, (3.2)

where T∗ψm (x) = T ∗m(ψ(x)). The first few ψ-shifted Chebyshev polynomials are T∗ψ0 (x) = 1,

T∗ψ1 (x) = 2ψ(x)− 1, T∗ψ2 (x) = 8(ψ(x))2 − 8ψ(x) + 1.∫ 1

0

T∗ψq (x) T∗ψl (x) W∗ψ(x)ψ′(x)dx = εqδql,

is the orthogonality relation satisfied by ψ-shifted Chebyshev polynomials with weight func-

tion W∗ψ(x) = 1√
ψ(x)−(ψ(x))2

.

Lemma 3.1. [29] The set {T∗ψm (x) : m ∈ N0} is an orthonormal basis of the Hilbert space

H2
ψ(I;R).
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Fractional derivative of ψ-shifted Chebyshev polynomials is

cDϑ,ψ
a T∗ψm (x) =


0, m < dϑe,
m∑

i=dϑe

m(−1)(m−i)(2)2i(m+i−1)!i!
(2i)!(m−i)!(i−ϑ)!

(ψ(x))i−ϑ, m ≥ dϑe,

where dϑe represents the smallest integer greater than or equal to ϑ and is called the ceiling

function.

3.2. ψ-Laguerre polynomials

The classical Laguerre equation is

t
d2u

dt2
+ (1− t)du

dt
+ nu = 0, t > 0. (3.3)

In application, we try to find a solution of Equation (3.3) which is finite for all finite values

of t. So, we obtain a solution in series form which is an analytic expression for Laguerre

polynomials [30].

Ln(t) =
n∑
j=0

(−1)jn!

(n− j)!(j!)2
tj, n > 0, (3.4)

with L0(t) = 1. For Laguerre polynomials, the orthogonality relation with weight function

W(t) = e−t is ∫ ∞
0

Lp(t) Ls(t) W(t)dt = δps.

Next, we define ψ-Laguerre polynomials by replacing t with ψ(t) in Equation (3.4)

L∗ψn (t) =
n∑
j=0

(−1)jn!

(n− j)!(j!)2
(ψ(t))j, n > 0, (3.5)

where L∗ψn (t) = Ln(ψ(t)). A few ψ-Laguerre polynomials are L∗ψ0 (t) = 1, L∗ψ1 (t) = 1− ψ(t),

L∗ψ2 (t) = 1
2
(ψ(t))2 − 2ψ(t) + 1. It is easy to verify that ψ-Laguerre polynomials satisfy the

orthogonality relation ∫ ∞
0

L∗ψp (t) L∗ψs (t) W∗ψ(t)ψ′(t)dt = δps,

whereW∗ψ(t) = e−ψ(t) is the weight function for ψ-Laguerre polynomials. Fractional deriva-

tive of ψ-Laguerre polynomials is

cDϑ,ψ
a L∗ψn (t) =


0, n < dϑe,
n∑

j=dϑe

(−1)jn!
(n−j)!(j−ϑ)!j!

(ψ(t))j−ϑ, n ≥ dϑe.
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4. Approximation of functions

In analysis and computation, we usually adopt the technique of series representation of

a function using orthogonal polynomials. This technique mostly reduces the problem into

a system of algebraic equations which is then solved to obtain the numerical solution of

fractional differential equations.

4.1. Approximation of one variable functions

We represent any function f(x) over [0, 1] in terms of ψ-shifted Chebyshev polynomials

as

f(x) =
∞∑
m=0

bmT
∗ψ
m (x),

where the expansion coefficients bm are calculated as

bm =
1

εm

∫ 1

0

f(x)T∗ψm (x)W∗ψ(x)ψ′(x)dx, m = 0, 1, 2, . . . .

For practical purposes, we use truncated series for f(x) as

f(x) '
M∑
m=0

bmT
∗ψ
m (x) = BTT∗ψ(x), (4.1)

where B = [b0, b1, ..., bM ]T is ψ-shifted Chebyshev coefficient vector and T∗ψ(x) = [T∗ψ0 (x),T∗ψ1 (x)

, ...,T∗ψM (x)]T is ψ-shifted Chebyshev vector.

Similarly, a function g(t) defined over [0,∞) can be represented in terms of ψ-Laguerre

polynomials as

g(t) =
∞∑
n=0

cnL
∗ψ
n (t),

where the coefficients cn are given as

cn =

∫ ∞
0

g(t)L∗ψn (t)W∗ψ(t)ψ′(t)dt, n = 0, 1, 2, . . . .

For practical applications, we will approximate g(t) as

g(t) '
N∑
n=0

cnL
∗ψ
n (t) = CTL∗ψ(t), (4.2)

where C = [c0, c1, ..., cN ]T and L∗ψ(t) = [L∗ψ0 (t),L∗ψ1 (t), ...,L∗ψN (t)]T are ψ-Laguerre coefficient

vector and ψ-Laguerre vector respectively.
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4.2. Approximation of two variable functions

In order to find the solution of two-dimensional fractional differential equations, we need

to introduce two variable functions. These functions play an important role in the construc-

tion of numerical techniques for the solution of space-time fractional-order partial differential

equations. The authors in [31] developed a numerical method to solve coupled system of

fractional order partial differential equations constructing operational matrices of fractional

integration and differentiation of two-variable functions. S. Sabermahani et al. in [32] pre-

sented a numerical technique to solve fractional differential equations by constructing one

and two dimensional Muntz-Legendre functions. Thus, for computational purposes, we use

ψ-shifted Chebyshev polynomials T∗ψm (x) and ψ-Laguerre polynomials L∗ψn (t) to define two-

variable functions P∗ψmn(x, t) on the interval (x, t) ∈ ∇ = [0, 1]× [0,∞) as

P∗ψmn(x, t) = T∗ψm (x)L∗ψn (t), m = 0, 1, . . . ,M, n = 0, 1, . . . , N. (4.3)

In Theorem 4.1, we see that P∗ψmn(x, t) forms orthogonal basis.

Theorem 4.1. The two variable functions P∗ψmn(x, t) are orthogonal on ∇ = [0, 1] × [0,∞)

with weight function W∗ψ(x, t) = W∗ψ(x)W∗ψ(t) and the orthogonality relation is∫ ∞
0

∫ 1

0

P∗ψmn(x, t)P∗ψij (x, t)W∗ψ(x, t)ψ′(x)ψ′(t)dxdt = εmδmiδnj.

For proof see Theorem 4.1 in [29].

The function k(x, t) is approximated by using ψ-shifted Chebyshev and ψ-Laguerre polyno-

mials as

k(x, t) =
∞∑
m=0

∞∑
n=0

amnP∗ψmn(x, t),

where

amn =
1

εm

∫ ∞
0

∫ 1

0

k(x, t)P∗ψmn(x, t)W∗ψ(x, t)ψ′(x)ψ′(t)dxdt.

Thus, the truncated series for k(x, t) is

k(x, t) '
M∑
m=0

N∑
n=0

amnP∗ψmn(x, t) = (T∗ψ(x))TAmnL
∗ψ(t),

where Amn is the matrix of expansion coefficients.
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5. Operational integration matrices

In this section, we will formulate operational matrices of fractional-order integration

for ψ-shifted Chebyshev vector T∗ψ(x) and ψ-Laguerre vector L∗ψ(t) using properties of

Riemann-Liouville fractional integration.

5.1. Operational matrices of fractional-order integration for ψ-shifted Chebyshev functions.

Theorem 5.1. For ψ-shifted Chebyshev functions T∗ψ(x), the fractional-order integration

of order ξ for ξ > 0 is given by

Iξ,ψa,x (T∗ψ(x)) ' Rξ,∗ψT∗ψ(x), (5.1)

where (M+1)×(M+1) dimensional matrix Rξ,∗ψ is the operational matrix of fractional-order

integration of order ξ given as

Rξ,∗ψ =



Θξ,∗ψ
0,0,0 Θξ,∗ψ

0,1,0 · · · Θξ,∗ψ
0,M,0

1∑
i=0

Θξ,∗ψ
1,0,i

1∑
i=0

Θξ,∗ψ
1,1,i · · ·

1∑
i=0

Θξ,∗ψ
1,M,i

...
...

. . .
...

M∑
i=0

Θξ,∗ψ
M,0,i

M∑
i=0

Θξ,∗ψ
M,1,i · · ·

M∑
i=0

Θξ,∗ψ
M,M,i


.

Proof. Applying Iξ,ψa,x to both sides of Equation (3.2)

Iξ,ψa,x (T∗ψm (x)) = Iξ,ψa,x

( m∑
i=0

m(−1)(m−i)(2)2i(m+ i− 1)!

(2i)!(m− i)!
(ψ(x))i

)
.

Using linearity of fractional integrals and Lemma 2.4

Iξ,ψa,x (T∗ψm (x)) =
m∑
i=0

ηξ,∗ψm,i (ψ(x))i+ξ, (5.2)

where

ηξ,∗ψm,i =
m(−1)(m−i)(2)2i(m+ i− 1)!

(2i)!(m− i)!
× i!

(i+ ξ)!
.

In the next step, we will expand (ψ(x))i+ξ in terms of ψ-shifted Chebyshev polynomials.

(ψ(x))i+ξ '
M∑
p=0

ϕξ,∗ψi,p T∗ψp (x). (5.3)
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where the coefficient ϕξ,∗ψi,p are calculated by

ϕξ,∗ψi,p =
1

εi

∫ 1

0

(ψ(x))i+ξT∗ψp (x)W∗ψ(x)ψ′(x)dx.

Combining (5.2) and (5.3)

Iξ,ψa,x (T∗ψm (x)) =
M∑
p=0

( m∑
i=0

Θξ,∗ψ
m,p,i

)
T∗ψp (x), (5.4)

where

Θξ,∗ψ
m,p,i = ηξ,∗ψm,i ϕξ,∗ψi,p .

Equation (5.4) can be rewritten as

Iξ,ψa,x (T∗ψm (x)) '
[ m∑
i=0

Θξ,∗ψ
m,0,i,

m∑
i=0

Θξ,∗ψ
m,1,i, · · · ,

m∑
i=0

Θξ,∗ψ
m,M,i

]
T∗ψ(x).

Thus, we get the desired matrix of integration.

5.2. Operational matrices of fractional-order integration for ψ-Laguerre functions.

Theorem 5.2. For ψ-Laguerre functions L∗ψ(t), the fractional-order integration of order β

for β > 0 is given by

Iβ,ψa,t (L∗ψ(t)) ' Pβ,∗ψL∗ψ(t), (5.5)

where Pβ,∗ψ is the operational matrix of fractional-order integration of order β with (N +

1)× (N + 1) dimension and

Pβ,∗ψ =



Ωβ,∗ψ
0,0,0 Ωβ,∗ψ

0,1,0 · · · Ωβ,∗ψ
0,N,0

1∑
j=0

Ωβ,∗ψ
1,0,j

1∑
j=0

Ωβ,∗ψ
1,1,j · · ·

1∑
j=0

Ωβ,∗ψ
1,N,j

...
...

. . .
...

N∑
j=0

Ωβ,∗ψ
N,0,j

N∑
j=0

Ωβ,∗ψ
N,1,j · · ·

N∑
j=0

Ωβ,∗ψ
N,N,j


.

Proof. Applying Iβ,ψa,t to both sides of Equation (3.2)

Iβ,ψa,t (L∗ψn (t)) = Iβ,ψa,t

( n∑
j=0

(−1)jn!

(n− j)!(j!)2
(ψ(t))j

)
.
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Using Lemma 2.4 and the linear property of fractional integrals

Iβ,ψa,t (L∗ψn (t)) =
n∑
j=0

=β,∗ψn,j (ψ(t))j+β, (5.6)

where

=β,∗ψn,j =
(−1)jn!

(n− j)!(j!)(j + β)!
.

In the next step, we will expand (ψ(t))j+β in terms of ψ-Laguerre polynomials.

(ψ(t))j+β '
N∑
q=0

%β,∗ψj,q L∗ψq (t). (5.7)

Combining (5.6) and (5.7)

Iβ,ψa,t (L∗ψn (t)) =
N∑
q=0

( n∑
j=0

Ωβ,∗ψ
n,q,j

)
L∗ψq (t), (5.8)

where

Ωβ,∗ψ
n,q,j = =β,∗ψn,j %β,∗ψj,q .

Equation (5.8) can be rewritten as

Iβ,ψa,t (L∗ψn (t)) '
[ n∑
j=0

Ωβ,∗ψ
n,0,j,

n∑
j=0

Ωβ,∗ψ
n,1,j, · · · ,

n∑
j=0

Ωβ,∗ψ
n,N,j

]
L∗ψ(t).

So, the matrix of integration is achieved.

6. Numerical formulation

This section is specified for the development of numerical scheme using operational ma-

trices of fractional-order integration of ψ-shifted Chebyshev and ψ-Laguerre polynomials for

the solution of space-time fractional differential equations of integer and non-integer order.

For this purpose, let us take

∂γ,ψu(x, t)

∂xγ
= v(x, t). (6.1)

Applying Iγ,ψa,x to both sides and using Theorem 2.6

u(x, t) = Iγ,ψa,x v(x, t) + Ψ1(x, t), (6.2)

13



where

Ψ1(x, t) =
k−1∑
s=0

Ds,ψ
a,xu(a, t)

s!
(ψ(x)− ψ(a))s,

with

Ds,ψ
a,xu(a, t) =

( 1

ψ′(x)

∂

∂x

)s
u(a, t). (6.3)

Taking the derivative with respect to t of order ζ to both sides of Equation (6.2)

∂ζ,ψu(x, t)

∂tζ
= Iγ,ψa,xD

ζ,ψ
a,t v(x, t) + ω1(x, t), (6.4)

where ω1(x, t) = Dζ,ψ
a,t (Ψ1(x, t)).

Using Equation (6.1) and (6.4) in Equation (1.1)

µ(x, t)v(x, t) + λ(x, t)Iγ,ψa,xD
ζ,ψ
a,t v(x, t) = ω2(x, t), (6.5)

where

ω2(x, t) = h(x, t)− λ(x, t)ω1(x, t).

Next, suppose

Dζ,ψ
a,t v(x, t) = (T∗ψ(x))TN(L∗ψ(t)), (6.6)

T∗ψ(x) and L∗ψ(t) are ψ-shifted Chebyshev and ψ-Laguerre vectors and N is a square matrix.

Applying Iζ,ψa,t to both sides and using Theorem 2.6

v(x, t) = (T∗ψ(x))TNPζ,∗ψL∗ψ(t) + Ψ2(x, t), (6.7)

where

Ψ2(x, t) =
l−1∑
j=0

Dj,ψ
a,t v(x, a)

j!
(ψ(t)− ψ(a))j,

and

Dj,ψ
a,t v(x, a) =

( 1

ψ′(t)

∂

∂t

)j
v(x, a). (6.8)
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In addition, we have

Iγ,ψa,xD
ζ,ψ
a,t v(x, t) = Iγ,ψa,x

(
(T∗ψ(x))TN(L∗ψ(t))

)
= (Rγ,∗ψT∗ψ(x))TNL∗ψ(t). (6.9)

Using Equation (6.7) and (6.9) in Equation (6.5), we get

µ(x, t)
(

(T∗ψ(x))TNPζ,∗ψL∗ψ(t)
)

+ λ(x, t)
(

(Rγ,∗ψT∗ψ(x))TNL∗ψ(t)
)

= ω3(x, t), (6.10)

where ω3(x, t) = ω2(x, t) − µ(x, t)Ψ2(x, t). Next, we reduce Equation (6.10) to Sylvester

equation and obtain square matrix N . Finally, using Equation (6.7) in Equation (6.2), we

have

u(x, t) = (Rγ,∗ψT∗ψ(x))TN(Pζ,∗ψL∗ψ(t)) + Ψ3(x, t),

where

Ψ3(x, t) = Ψ1(x, t) + Iγ,ψa,x (Ψ2(x, t)).

So, we have a system of algebraic equations that is numerically solved to obtain the proposed

solution u(x, t).

7. Error analysis

In this section, we will calculate the error bounds for the presented numerical approxi-

mation of fractional integral by the shifted Chebyshev polynomials.

Lemma 7.1. [33] Suppose H̃ with dimH̃ <∞ is a closed subspace of Hilbert space H. Let

{ψ1, ψ2, ..., ψm} is any basis of H̃ and ψ be an arbitrary element in H such that its unique

best approximation is ψ∗ out of H̃, then

‖ψ − ψ∗‖ =

(
G(ψ, ψ1, ..., ψm)

G(ψ1, ψ2, ..., ψm)

)1/2

,

G(ψ, ψ1, ..., ψm) =


〈ψ, ψ〉 〈ψ, ψ1〉 · · · 〈ψ, ψm〉
〈ψ1, ψ〉 〈ψ1, ψ1〉 · · · 〈ψ1, ψm〉

...
...

. . .
...

〈ψm, ψ〉 〈ψm, ψ1〉 · · · 〈ψm, ψm〉

 .
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Lemma 7.2. [23] Let us approximate f̂ ∈ L2[0, 1] by ψ-shifted Chebyshev polynomials as

f̂ ' f̂M =
M∑
m=0

b̂mT
∗ψ
m (x), then, we have

lim
M→∞

LM(f̂) = 0,

where

LM(f̂) =

∫ 1

0

[
f̂(x)− f̂M(x)

]2
dx.

Lemma 7.3. [23] Let us approximate ĝ ∈ L2[0, T ] using ψ-Laguerre polynomials as

ĝ ' ĝN =
N∑
n=0

ĉnL
∗ψ
n (t), then, we have

lim
N→∞

L̃N(ĝ) = 0,

where

L̃N(ĝ) =

∫ T

0

[
ĝ(t)− ĝN(t)

]2
dt.

Suppose Eξ,∗ψ
x is the error vector of fractional-order integration, then, for ψ-shifted Cheby-

shev vector T∗ψ(x), we have

Eξ,∗ψ
x = Iξ,ψa,x (T∗ψ(x))−Rξ,∗ψT∗ψ(x), Eξ,∗ψ

x = [eξ,∗ψx,m ], m = 0, 1, . . . ,M.

Using Equation (5.3) and Lemma 7.1

‖(ψ(x))i+ξ −
M∑
p=0

ϕξ,∗ψi,p T∗ψp (x)‖ =

(
G
(
(ψ(x))i+ξ,T∗ψ0 (x), · · · ,T∗ψM (x)

)
G
(
T∗ψ0 (x),T∗ψ1 (x), · · · ,T∗ψM (x)

) )1/2

.

Using Equations (5.1-5.4), we have

∥∥eξ,∗ψx,m

∥∥ ≤ ∣∣∣ m∑
i=0

ηξ,∗ψm,i

∣∣∣ ∥∥∥(ψ(x))i+ξ −
M∑
p=0

ϕξ,∗ψi,p T∗ψp (x)
∥∥∥

≤
m∑
i=0

ηξ,∗ψm,i G
∗ψ
m (x), m = 0, 1, . . . ,M, (7.1)

16



where

G∗ψm (x) =

(
G
(
(ψ(x))i+ξ,T∗ψ0 (x), · · · ,T∗ψM (x)

)
G
(
T∗ψ0 (x),T∗ψ1 (x), · · · ,T∗ψM (x)

) )1/2

.

Let E
β,∗ψ
t is the error vector of fractional-order integration of ψ-Laguerre functions, then

E
β,∗ψ
t = Iβ,ψa,t (L∗ψ(t))− Pβ,∗ψL∗ψ(t), E

β,∗ψ
t = [eβ,∗ψt,n ], n = 0, 1, . . . , N.

Using Equation (5.7) and Lemma 7.1

‖(ψ(t))j+β −
N∑
q=0

%β,∗ψj,q L∗ψq (t)‖ =

(
G
(
(ψ(t))j+β,L∗ψ0 (t), · · · ,L∗ψN (t)

)
G
(
L∗ψ0 (t),L∗ψ1 (t), · · · ,L∗ψN (t)

) )1/2

.

Using Equations (5.5-5.8), we have

∥∥eβ,∗ψt,n

∥∥ ≤ ∣∣∣ n∑
j=0

=β,∗ψn,j

∣∣∣ ∥∥∥(ψ(t))j+β −
N∑
q=0

%β,∗ψj,q L∗ψq (t)
∥∥∥

≤
n∑
j=0

=β,∗ψn,j Ĝ∗ψn (t), n = 0, 1, . . . , N, (7.2)

where

Ĝ∗ψn (t) =

(
G
(
(ψ(t))j+β,L∗ψ0 (t), · · · ,L∗ψN (t)

)
G
(
L∗ψ0 (t),L∗ψ1 (t), · · · ,L∗ψN (t)

) )1/2

.

Next, suppose that P̃∗ψ is rearrangement of P∗ψ with respect to x, then the error vector

of fractional-order integration for P̃∗ψ is

Ẽξ,∗ψx = Iξ,ψa,x (P̃∗ψ)− R̃ξ,∗ψP̃∗ψ,

where P̃∗ψ = [P̃∗ψ00 , · · · , P̃
∗ψ
M0, · · · , P̃

∗ψ
0N , · · · , P̃

∗ψ
MN ]T and R̃ξ,∗ψ is the diagonal matrix with each

diagonal entryRξ,∗ψ and each non-diagonal entry zero matrix of (M+1)×(M+1) dimension.

Also, we have

Ẽξ,∗ψx = [Ẽξ,∗ψ
0 , Ẽξ,∗ψ

1 , · · · , Ẽξ,∗ψ
N ]T with Ẽξ,∗ψ

n = [eξ,∗ψ0n , eξ,∗ψ1n , · · · , eξ,∗ψMn ]T .

For m = 0, 1, · · · ,M and n = 0, 1, · · · , N , we have

Ẽξ,∗ψ
n = [eξ,∗ψmn ] = Iξ,ψa,x (T∗ψm (x)L∗ψn (t))−Rξ,∗ψT∗ψm (x)L∗ψn (t).
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Thus

‖Ẽξ,∗ψ
n ‖ = ‖[Iξ,ψa,xT∗ψm (x)−Rξ,∗ψT∗ψm (x)]L∗ψn (t)‖

=

(∫ ∞
0

∫ 1

0

∣∣[Iξ,ψa,xT∗ψm (x)−Rξ,∗ψT∗ψm (x)]L∗ψn (t)
∣∣2W∗ψ(t)ψ′(x)ψ′(t)dxdt

)1/2

≤
(∫ 1

0

∣∣Iξ,ψa,xT∗ψm (x)−Rξ,∗ψT∗ψm (x)
∣∣2ψ′(x)dx

)1/2(∫ ∞
0

∣∣L∗ψn (t)
∣∣2W∗ψ(t)ψ′(t)dt

)1/2

= ‖Iξ,ψa,xT∗ψm (x)−Rξ,∗ψT∗ψm (x)‖‖L∗ψn (t)‖

≤
m∑
i=0

ηξ,∗ψm,i G
∗ψ
m (x). (7.3)

Further, consider P̂∗ψ is rearrangement of P∗ψ with respect to t, then, we define the error

vector P̂∗ψ as

Êβ,∗ψt = Iβ,ψa,t (P̂∗ψ)− P̂β,∗ψP̂∗ψ,

where P̂∗ψ = [P̂∗ψ00 , · · · , P̂
∗ψ
0N , · · · , P̂

∗ψ
M0, · · · , P̂

∗ψ
MN ]T and P̂β,∗ψ is the diagonal matrix with each

diagonal entry Pβ,∗ψ and each non-diagonal entry zero matrix of (N+1)×(N+1) dimension.

We have

Êβ,∗ψt = [Êβ,∗ψ
0 , Êβ,∗ψ

1 , · · · , Êβ,∗ψ
M ]T with Êβ,∗ψ

m = [̂eβ,∗ψm0 , êβ,∗ψm1 , · · · , êβ,∗ψmN ]T ,

and

Êβ,∗ψ
m = [̂eβ,∗ψmn ] = Iβ,ψa,t (T∗ψm (x)L∗ψn (t))− Pβ,∗ψT∗ψm (x)L∗ψn (t).

Thus

‖Êβ,∗ψ
m ‖ = ‖T∗ψm (x)[Iβ,ψa,t L

∗ψ
n (t)− Pβ,∗ψL∗ψn (t)]‖

=

(∫ ∞
0

∫ 1

0

∣∣T∗ψm (x)[Iβ,ψa,t L
∗ψ
n (t)− Pβ,∗ψL∗ψn (t)]

∣∣2W ∗ψ(x)ψ′(x)ψ′(t)dxdt

)1/2

≤
(∫ 1

0

∣∣T∗ψm (x)
∣∣2W ∗ψ(x)ψ′(x)dx

)1/2(∫ ∞
0

∣∣Iβ,ψa,t L
∗ψ
n (t)− Pβ,∗ψL∗ψn (t)

∣∣2ψ′(t)dt)1/2

= ‖T∗ψm (x)‖‖Iβ,ψa,t L
∗ψ
n (t)− Pβ,∗ψL∗ψn (t)‖

≤ εm

n∑
j=0

=β,∗ψn,j Ĝ∗ψn (t). (7.4)

From above discussion, it can be concluded that the error vectors tend to be zero as we

increase the number of ψ-shifted Chebyshev and ψ-Laguerre functions bases.

18



8. Numerical results

Example 8.1. Consider (1.1) with µ(x, t) = λ(x, t) = 1, 0 < ζ, γ ≤ 2, initial-boundary

conditions u(x, 0) = 0 = u(0, t) and u(1, t) = (ψ(t))2. The exact solution is u(x, t) =

(ψ(x))2(ψ(t))2 and the function h(x, t) is

h(x, t) =
2

Γ(3− γ)
(ψ(x))(2−γ)(ψ(t))2 +

2

Γ(3− ζ)
(ψ(x))2(ψ(t))(2−ζ).

We will solve problem 8.1 by applying the proposed technique for three different chosen

functions ψ. ψ is required to be increasing and ψ′ 6= 0 for all x ∈ [0, L], t ∈ [0, T ]. We will

test the method for the following choices of ψ.

• ψ1(x) = x, ψ1(t) = t;

• ψ2(x) = 1
4
x(x3 + x2 + x+ 1), ψ2(t) = 1

4
t(t3 + t2 + t+ 1);

• ψ3(x) = 1
log 3

x log(x+ 2), ψ3(t) = 1
log 3

t log(t+ 2).

Table 1 shows absolute errors for fractional and integral values of γ and ζ, applying the

proposed technique for three different functions ψ. From the Table 1, we can observe that

error is mostly increasing with the increase in the values of x and t except for a few points.

In Table 2, we have presented exact and proposed numerical solutions at γ = 1.8, ζ = 1.3

for u(x, 1) taking different ψ. From Table 2, we can observe that both exact and proposed

solutions are very close. The exact and proposed solution for ψ1 at γ = 1.8, ζ = 1.3 is

plotted in Figure 1. Figure 2-4 represents the absolute error analysis for multiple ψ.

γ = 2, ζ = 1.5 γ = 1.8, ζ = 1.3

(x, t) ψ1 ψ2 ψ3 ψ1 ψ2 ψ3

(0.2,0.2) 9.73E-07 4.38E-06 9.46E-08 7.91E-07 3.45E-07 6.48E-07

(0.4,0.4) 5.41E-05 2.42E-08 1.59E-05 5.40E-05 1.97E-07 1.68E-05

(0.6,0.6) 2.85E-04 9.99E-06 1.62E-04 2.93E-04 1.42E-05 1.88E-04

(0.8,0.8) 3.59E-04 7.01E-05 3.11E-04 2.93E-04 1.79E-04 3.34E-04

(1.0,1.0) 3.09E-04 4.10E-03 5.29E-04 6.77E-04 2.60E-03 6.57E-04

Table 1: Absolute error when N = 5
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ψ1 ψ1 ψ2 ψ2 ψ3 ψ3

x Exact Proposed Exact Proposed Exact Proposed

0.2 0.0400 0.0400 0.0039 0.0039 0.0206 0.0206

0.4 0.1600 0.1600 0.0264 0.0264 0.1016 0.1016

0.6 0.3600 0.3601 0.1065 0.1066 0.2723 0.2724

0.8 0.6400 0.6403 0.3486 0.3487 0.5621 0.5624

Table 2: Exact and proposed solution at γ = 1.8, ζ = 1.3 for u(x, 1)
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Figure 1: Exact and proposed solution for

ψ1 at γ = 1.8, ζ = 1.3 when N = 5.
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Figure 2: Absolute error for ψ1 at γ =

1.8, ζ = 1.3 when N = 5.
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Figure 3: Absolute error for ψ2 at γ =

1.8, ζ = 1.3 when N = 5.
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Figure 4: Absolute error for ψ3 at γ =

1.8, ζ = 1.3 when N = 5.

Next, we solve this example for ∆1 = [0, 1]× [0, 1] and ∆2 = [0, 1]× [0, 5] for ψ1. Table 3

depicts the absolute error analysis for u(x, 1) and u(x, 5) for multiple values of γ and ζ. In

Table 3, it can be seen that absolute error is high for u(x, 5) when both derivatives are of

fractional order. We can reduce the error by taking one derivative fractional and the other
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of integer-order. In the Table 3, we observe that N is small which is another reason of high

error. The increase or decrease in N affect the absolute error, so, increase in N and change

in the value of derivative help in reducing the error. Exact and proposed solutions for u(x, 1)

and u(x, 5) at γ = 2, ζ = 1.5 are plotted in Figure 5 where Figure 6 gives absolute error

analysis of exact and proposed solutions.

u(x, 1) u(x, 5) u(x, 1) u(x, 5)

γ = 2.0 γ = 2.0 γ = 1.5 γ = 1.5

x ζ = 1.5 ζ = 1.5 ζ = 1.2 ζ = 1.2

1/5 5.67E-07 2.27E-06 1.43E-05 2.01E-01

2/5 2.80E-06 3.58E-05 6.80E-05 3.19E-01

3/5 2.36E-05 2.13E-04 1.51E-04 3.61E-01

4/5 1.09E-04 6.07E-04 2.92E-04 3.80E-01

5/5 3.09E-04 9.82E-04 5.98E-04 4.10E-01

Table 3: Absolute error for u(x, 1) and u(x, 5) when N = 5
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Figure 5: Exact and proposed solution for

u(x, 1) and u(x, 5) at γ = 2, ζ = 1.5
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Figure 6: Absolute error for u(x, 1) and

u(x, 5) at γ = 2, ζ = 1.5

Example 8.2. Consider fractional-order partial differential equation (1.1) with γ = ζ = 1,

ν(x, t) = λ(x, t) = 1, initial condition u(x, 0) = 0 and boundary conditions u(0, t) = 0,

u(1, t) = sin(1) ∗ sin(ψ(t)) with h(x, t) = sin(ψ(x) + ψ(t)). The exact solution is u(x, t) =

sin(ψ(x)) ∗ sin(ψ(t)).
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(x, t) Exact Ref [34] Proposed

(1/8,1/8) 0.0155 0.0155 0.0155

(3/8,3/8) 0.1342 0.1342 0.1342

(5/8,5/8) 0.3423 0.3423 0.3423

(7/8,7/8) 0.5891 0.5891 0.5891

Table 4: Comparison of exact, proposed and reference solution for N = 8
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Figure 7: Exact and proposed solution for

γ = ζ = 1 and N = 8.
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Figure 8: Absolute error at γ = ζ = 1 and

N = 8.

To compare our results with the existing numerical approach, we take ψ(x) = x and

ψ(t) = t. Harendra Singh and C.S. Singh solved this problem in [34] by operational matrices

approach taking Legendre scaling functions as a basis. The numerical results of exact,

proposed and Legendre scaling approach are presented in Table 4. From Table 4, we see that

proposed results reasonably match with the solution in [34] and the exact solution. Figure 7

and Figure 8 shows the exact, proposed solution and their absolute error at γ = ζ = 1 and

N = 8.

Example 8.3. Consider Equation (1.1) with µ(x, t) = λ(x, t) = 1, γ = 0.5, ζ = 2/3,

u(0, t) = u(x, 0) = 0, u(1, t) = (ψ(t))s, the exact solution uex = (ψ(x))r(ψ(t))s and

h(x, t) =
Γ(r + 1)

Γ(r + 1− γ)
(ψ(x))r−γ(ψ(t))s +

Γ(s+ 1)

Γ(s+ 1− ζ)
(ψ(x))r(ψ(t))s−ζ .
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Ref [35] Ref [35] Proposed Proposed

N r = 5, s = 1 r = s = 12 r = 5, s = 1 r = s = 12

1 3.27E-01 9.16E-01 0.0 0.0

2 1.17E-01 4.92E-01 1.93E-02 1.93E-02

3 2.18E-02 1.96E-01 8.85E-02 8.58E-02

4 1.95E-03 7.68E-02 8.47E-02 8.47E-02

Table 5: Maximum absolute error for different parameters.
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Figure 9: Exact and proposed solution for

γ = 0.5, ζ = 2/3 when N = 4.
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Figure 10: Absolute error at γ = 0.5, ζ =

2/3 when N = 4.

S. Mockary et al. solved this problem in [35] for ψ(x) = x and ψ(t) = t by using ma-

trices of fractional-order integration for Chebyshev polynomials. Table 5 reports maximum

absolute error for different values of r and s at γ = 0.5, ζ = 2/3. From Table 5, we can

observe that the method provides good results. Figure 9 describes comparison of the exact

and proposed solution for γ = 0.5, ζ = 2/3 when N = 4 and Figure 10 presents graphical

analysis of absolute error for these parameters.

Example 8.4. Take Equation (1.1) with µ(x, t) = λ(x, t) = 1, γ = 2, ζ = 0.5 and zero

initial and boundary conditions. The exact solution is uex = (ψ(t))2 sin(2πψ(x)) and

h(x, t) =
2

Γ(3− ζ)
(ψ(t))(2−ζ) sin(2πψ(x)) + 4π2(ψ(t))2 sin(2πψ(x)).
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t=0.25 t=0.50 t=0.75

x Ref [36] Proposed x Ref [36] Proposed x Ref [36] Proposed

0.3 0.0007 0.000098 0.3 0.009 0.0039 0.3 0.06 0.0089

0.6 0.0020 0.000048 0.6 0.01 0.0017 0.6 0.01 0.0034

0.9 0.0020 0.001300 0.9 0.01 0.0072 0.9 0.03 0.0191

Table 6: Maximum absolute error for γ = 2 and ζ = 0.5 when N = 6

0
0.2

0.4
0.6

0.8
1

0

0.2

0.4

0.6

0.8

1
−1

−0.5

0

0.5

1

 

xt
 

u
(x

,t
)

u
ex

u
p

Figure 11: Exact and proposed solution at

γ = 2, ζ = 0.5 when N = 6.
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Figure 12: Absolute error at γ = 2, ζ = 0.5

when N = 6.

For ψ(x) = x and ψ(t) = t, this is time-fractional diffusion equation and this problem

is solved in [36]. Table 6 gives the comparison of the maximum absolute error at γ = 2,

ζ = 0.5 and N = 6 for two techniques. From the Table 6, it can be observed that our method

provides appropriate results which proves the suitability of the method for certain types of

fractional differential equations. The graphical analysis of the exact and proposed numerical

solution is presented in Figure 11 and the absolute error is in Figure 12. Next, we solve this

problem for γ = 2, ζ = 0.5 and N = 10 on the interval [0, 1] × [0, 5] . Table 7 presents the

absolute error of the problem 8.4 for x ∈ [0, 1] and t ∈ [0, 5]. In Table 7, we observe that

there is a rise and fall in the absolute error for different values of x and t. We can minimize

the error by the suitable adjustment of the parameters γ, ζ, N , x and t. Figure 13 shows

the graphical analysis of the exact and proposed solution at γ = 2 and ζ = 0.5 for N = 10

and Figure 14 gives the picture of absolute error.
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x t Error x t Error x t Error

0.25 0.25 2.21E-04 0.15 0.75 1.60E-03 0.60 3.00 1.26E-05

0.50 0.50 3.58E-06 0.30 1.50 1.70E-07 0.75 3.75 4.95E-02

0.75 0.75 1.97E-03 0.45 2.25 5.52E-03 0.90 4.50 2.87E-04

Table 7: Maximum absolute error for γ = 2, ζ = 0.5 and N = 10 on [0, 1]× [0, 5].
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Figure 13: Exact and proposed solution at

γ = 2, ζ = 0.5 when N = 10.
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Figure 14: Absolute error at γ = 2, ζ = 0.5

when N = 10.

Example 8.5. Again consider (1.1) with λ(x, t) = 1, µ(x, t) = Γ(0.2)x1.8, γ = 1.8, ζ = 1,

u(0, t) = u(1, t) = 0 and u(x, 0) = ψ(x) − ψ(x)2. The exact solution is uex = (ψ(x) −
ψ(x)2) exp(−ψ(t)) and h(x, t) = (11ψ(x)2 − 2ψ(x)) exp(−ψ(t)).

(x, t) Exact Proposed Proposed

N = 4 N = 8

(0.25,0.25) 0.146025 0.145953 0.146023

(0.50,0.50) 0.151633 0.151277 0.151596

(0.75,0.75) 0.088569 0.089081 0.088572

Table 8: Comparison of exact and proposed solutions for γ = 1.8 and ζ = 1.

The authors in [37] solved this space-fractional diffusion problem for ψ(x) = x and

ψ(t) = t. The comparison of the exact and proposed numerical solutions taking different
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Figure 15: Exact and proposed solution at

γ = 1.8, ζ = 1 when N = 8.
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Figure 16: Absolute error at γ = 1.8, ζ = 1

when N = 8.

values of N is presented in Table 8. The analysis of the table shows that the proposed

technique provides better results. The exact and proposed solution for γ = 1.8 and ζ = 1

are plotted in Figure 15 where Figure 16 gives a picture of absolute error analysis.

9. Conclusion

In this paper, a numerical technique dealing with the solution of certain fractional-order

partial differential equations is presented. In the first step, shifted Chebyshev and Laguerre

polynomials are used to formulate ψ-shifted Chebyshev and ψ-Laguerre polynomials, then,

operational matrices of fractional-order integration are developed. In the final step, these

operational matrices are used to obtain the solution of fractional-order partial differential

equations. Error bounds are calculated for convergence analysis. Some examples are solved

by comparing results with existing techniques to show the validity of proposed numerical

technique. In Example 1, we compute the approximate solution of fractional-order partial

differential equation for different values of function ψ and get good results. In Example 2,

3 and 4 we see that our results are better than the results of other numerical techniques.

In Example 4, we also calculate the absolute error for the interval [0, 1] × [0, 5] and get

good approximations. In Example 5, we observe that the proposed solution is close to the

exact solution. This proves the applicability of the proposed numerical technique to solve

certain classes of fractional-order differential equations. In the future, this technique can

be extended to Hadamard fractional differential operators for the solution of a variety of
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fractional differential equations.

Conflict of interest:

All authors declare that they have no conflict of interest.

References

[1] X. Liang, F. Gao, C. B. Zhou, Z. Wang and X. J. Yang, An anomalous diffusion model

based on a new general fractional operator with the Mittag-Leffler function of Wiman

type, Adv. Differ. Equ. 2018 (1) (2018) 1-11. https://doi.org/10.1186/s13662-018-1478-

1

[2] M. Bucelli, M. Salvador and A. Quarteroni, Multipatch isogeometric analysis for elec-

trophysiology: simulation in a human heart, Comput. Methods. Appl. Mech. Eng. 376

(2021) 113666. https://doi.org/10.1016/j.cma.2021.113666

[3] K. M. Owolabi, Computational techniques for highly oscillatory and chaotic wave

problems with fractional-order operator, Eur. Phys. J. Plus. 135 (10)(2020) 1-23.

https://doi.org/10.1140/epjp/s13360-020-00873-z

[4] A. E. Abouelregal and H. Ahmad, A Modified Thermoelastic Fractional Heat Conduc-

tion Model with a Single-Lag and Two Different Fractional- Orders, J. Appl. Comput.

Mech. 7 (3) (2021) 1676-1686. https://doi.org/10.22055/JACM.2020.33790.2287

[5] S. A. Bhanotar and M. K. Kaabar, Analytical solutions for the nonlinear partial differ-

ential equations using the conformable triple Laplace transform decomposition method,

Int. J. Differ. Equ. 2021 (2021). https://doi.org/10.1155/2021/9988160

[6] V. M. Rozenbaum, I. V. Shapochkina and L. I. Trakhtenberg, Greens function

method in the theory of Brownian motors, Physics-Uspekhi, 62 (5) (2019) 496.

https://doi.org/10.3367/UFNe.2018.04.038347

[7] T. C. Mahor, R. Mishra and R. Jain, Analytical solutions of linear fractional partial

differential equations using fractional Fourier transform, J. Comput. Appl. Math. 385

(2021) 113202. https://doi.org/10.1016/j.cam.2020.113202

[8] I. Talib and F. Ozger, Orthogonal Polynomials based Operational Matrices with Ap-

plications to Bagley-Torvik Fractional Derivative Differential Equations, (2023).

27



[9] S. Kumar, J. F. Gomez Aguilar and P. Pandey, Numerical solutions for the reaction-

diffusion, diffusionwave, and Cattaneo equations using a new operational matrix for

the CaputoFabrizio derivative, Math. Methods. Appl. Sci. 43 (15) (2020) 8595-8607.

https://doi.org/10.1002/mma.6517

[10] J. Biazar and K. Sadri, Two-variable Jacobi polynomials for solving some

fractional partial differential equations, J. Comput. Math. 38 (2020) 849-873.

https://doi.org/10.4208/jcm.1906-m2018-0131

[11] S. Kumbinarasaiah and W. Adel, Hermite wavelet method for solving nonlinear

Rosenau-Hyman equation, Partial Differential Equations in Applied Mathematics 4

(2021) 100062. https://doi.org/10.1016/j.padiff.2021.100062

[12] M. N. Alam, I. Talib and C. Tun, The new soliton configurations of the 3D fractional

model in arising shallow water waves, Int. J. Appl. Comput. Math., 9 (5) (2023) 75.

[13] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and applications of fractional

differential equations, Elsevier, 204 (2006) .

[14] O. P. Agrawal, Some generalized fractional calculus operators and their ap-

plications in integral equations, Fract Calc Appl Anal 15 (4) (2012) 700-711.

https://doi.org/10.2478/s13540-012-0047-7

[15] R. Almeida, A Caputo fractional derivative of a function with respect to another

function, Commun. Nonlinear Sci. Numer. Simul. 44 (2017) 460-481.

[16] J. V. D. C. Sousa and E. C. de Oliveira, On the ψ-Hilfer fractional

derivative, Commun. Nonlinear Sci. Numer. Simul. 60 (2018) (2018) 72-91.

https://doi.org/10.1016/j.cnsns.2018.01.005

[17] D. Baleanu and A. Fernandez, On fractional operators and their classifications, Math-

ematics 7 (9) (2019) 830. https://doi.org/10.3390/math7090830

[18] A. Fernandez and D. Baleanu, Classes of operators in fractional calcu-

lus: a case study, Math. Methods Appl. Sci. 44 (11) (2021) 9143-9162.

https://doi.org/10.1002/mma.7341

28



[19] D. Vivek, E. M. Elsayed and K. Kanagarajan, Theory and analysis of partial differential

equations with a ψ-Caputo fractional derivative, Rocky Mt. J. Maths. 49 (4) (2019)

1355-1370. https://doi.org/10.1216/RMJ-2019-49-4-1355

[20] I. Talib and M. Bohner, Numerical study of generalized modified Caputo fractional

differential equations, Int. J. Comput. Math., 100 (1) (2023) 153-176.

[21] S. Bouriah, D. Foukrach, M. Benchohra and J. Graef, Existence and unique-

ness of periodic solutions for some nonlinear fractional pantograph differential

equations with ψ-Caputo derivative, Arab. J. Math. 10 (3) (2021) 575-587.

https://doi.org/10.1007/s40065-021-00343-z

[22] S. Sadiq and M. Rehman, ψ-shifted operational matrix scheme for fractional

partial differential equations, J. Appl. Anal. Comput. 12 (2) (2022) 497-516.

https://doi.org/10.11948/20210101

[23] H. Dehestani, Y. Ordokhani and M. Razzaghi, Fractional-order Legendre-Laguerre

functions and their applications in fractional partial differential equations, Appl. Math.

Comput. 336 (2018) 433-453. https://doi.org/10.1016/j.amc.2018.05.017

[24] B. Zhang, Y. Tang and X. Zhang, Numerical solution of fractional differential equations

using hybrid Bernoulli polynomials and block pulse functions, Math. Sci. 15 (3) (2021)

293-304. https://doi.org/10.1007/s40096-021-00379-4

[25] K. Diethelm, V. Kiryakova, Y. Luchko, J. T. Machado and V. E. Tarasov, Trends,

directions for further research and some open problems of fractional calculus, Nonlinear

Dynamics, 107 (4) (2022) 3245-3270.

[26] R. Almeida, M. Jleli and B. Samet, A numerical study of fractional relaxation-

oscillation equations involving ψ-Caputo fractional derivative, Revista de la Real

Academia de Ciencias Exactas, Fsicas y Naturales. Serie A. Matemticas, 113 (3) (2019)

1873-1891.

[27] A. Baseri, S. Abbasbandy and E. Babolian, A collocation method for fractional dif-

fusion equation in a long time with Chebyshev functions, Appl. Math. Comput. 322

(2018) 55-65. https://doi.org/10.1016/j.amc.2017.11.048

29



[28] O. Postavaru and A. Toma, Numerical solution of two-dimensional fractional-order

partial differential equations using hybrid functions, Partial Differential Equations in

Applied Mathematics 4 (2021) 100099. https://doi.org/10.1016/j.padiff.2021.100099

[29] S. Sadiq and M. Rehman, Solution of fractional boundary value problems by ψ-shifted

operational matrices, AIMS Mathematics, 7 (4) (2022) 6669-6693.

[30] W. W. Bell, Special functions for scientists and engineers, Courier Corporation, (2004).

[31] R. A. Khan and H. Khalil, A new method based on legendre polynomials for solution

of system of fractional order partial differential equations, Int. J. Comput. Math. 91

(12) (2014) 2554-2567. https://doi.org/10.1080/00207160.2014.880781

[32] S. Sabermahani , Y. Ordokhani and S. A. Yousefi, Two-dimensional Muntz-

Legendre hybrid functions: theory and applications for solving fractional-

order partial differential equations, Comput. Appl. Math. 39 (2) (2020) 1-22.

https://doi.org/10.1007/s40314-020-1137-5

[33] E. Kreyszig, Introductory Functional Analysis with Applications. John Wiley and Sons,

New York (1978).

[34] H. Singh and C. S. Singh . Stable numerical solutions of fractional partial differential

equations using Legendre scaling functions operational matrix, Ain. Shams Eng. J. 9

(4) (2018) 717-725. http://dx.doi.org/10.1016/j.asej.2016.03.013

[35] S. Mockary, E. Babolian and A. R. Vahidi, A fast numerical method for

fractional partial differential equations, Adv. Differ. Equa. 452 (2019) (2019).

https://doi.org/10.1186/s13662-019-2390-z

[36] A. Azizi, S. Abdi and J. Saeidian, Applying Legendre wavelet method with Tikhonov

regularization for one-dimensional time-fractional diffusion equations, Comput. Appl.

Math. 37 (4) (2018) 4793-4804. https://doi.org/10.1007/s40314-018-0593-7

[37] M. Aslefallah and D. Rostamy, A numerical scheme for solving Space-Fractional equa-

tion by finite differences theta-method, Int. J. Adv. Appl. Math. Mech. 1 (4) (2014)

1-9.

30


