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Abstract In this paper, we consider the existence and multiplicity of weak
solutions for a class of fractional differential equations with non-homogeneous
Sturm-Liouville conditions and impulsive conditions by using the critical point
theory. In addition, at the end of this paper, we also give the existence results
of infinite weak solutions of fractional differential equations under homoge-
neous Sturm-Liouville boundary value conditions. Finally, several examples
are given to illustrate our main results.
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1. Introduction

Fractional calculus can be applied to many fields, such as fluid flow, chemical physics
and signal processing, probability and statistics, control, electrochemistry and so
on (see [1, 5, 15, 17, 23, 29, 34] and references therein). In the past long time, the
research on boundary value problems of fractional differential equations has been
in full swing (see [7, 11,24,32] and references therein).

The main focus of this paper is to study the existence and multiplicity of solu-
tions to the boundary value problems of fractional differential equations by using
the critical point theory. Some common methods have been used to discuss fraction-
al differential problem in the literature, whether using fixed point theory (see [4, 6]
and references therein), topological degree theory (see [8,30] and references therein),
upper and lower solution method (see [27,28] and references therein), or variational
method, critical point theory (see [14,19] and references therein).

In this paper, we consider the existence and multiplicity of weak solutions for a
class of fractional Sturm-Liouville boundary value problems with impulsive condi-
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tions

d

dt

(
1

2
0D
−β
t (u′(t)) +

1

2
tD
−β
T (u′(t))

)
+ λf(t, u(t)) = 0, t 6= ti, a.e. t ∈ [0, T ],

a

(
1

2
0D
−β
t (u′(0)) +

1

2
tD
−β
T (u′(0))

)
− bu(0) = A,

c

(
1

2
0D
−β
t (u′(T )) +

1

2
tD
−β
T (u′(T ))

)
+ du(T ) = B,

∆

(
0D
−β
t (u′(ti)) + tD

−β
T (u′(ti))

)
= Ii(u(ti)), i = 1, 2, · · · ,m,

(1.1)

where 0 ≤ β < 1, λ > 0, a, b, c, d > 0, A and B are constants. 0D
−β
t and tD

−β
T

denote the left and right Riemann-Liouville fractional integrals of order β, respec-
tively. f : [0, T ]×R→ R is continuous, Ii : R→ R (i = 1, 2, · · · ,m) are continuous,
0 = t0 < t1 < · · · < tm+1 = T . Besides,

∆

(
0D
−β
t (u′(ti)) + tD

−β
T (u′(ti))

)
=

(
0D
−β
t (u′(t+i )) + tD

−β
T (u′(t+i ))

)
−
(

0D
−β
t (u′(t−i )) + tD

−β
T (u′(t−i ))

)
,

where

0D
−β
t (u′(t+i )) + tD

−β
T (u′(t+i )) = lim

t→t+i

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
,

0D
−β
t (u′(t−i )) + tD

−β
T (u′(t−i )) = lim

t→t−i

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
.

Our motivation for studying boundary value problem (for convenience, abbreviated
as BVP) (1.1) is largely derived from the fact that it can be used to simulate
physical phenomena such as anomalous diffusion. In other words, the traditional
second-order convection-diffusion equations cannot accurately simulate diffusion.
Therefore, we use the extension of classical advection - dispersion equation, namely
fractional advection - dispersion equation, to simulate anomalous diffusion under
certain conditions, or to describe nonsymmetric or symmetric transition and solute
transportation and so on, for example, in [10,18,19,25,31] and their references.

In [3], the existence and multiplicity of solutions for the following integer order
nonlinear boundary value problems with impulsive conditions are obtained by using
the critical point theory

(ρ(t)Φp(u
′(t)))′ − s(t)Φp(u(t)) + λf(t, u(t)) = 0, t 6= tj , a.e. t ∈ [a, b],

α1u
′(a)− α2u(a) = A,

β1u
′(b) + β2u(b) = B,

−∆(ρ(tj)Φp(u
′(tj))) = Ij(u(tj)), i = 1, 2, · · · , l,

(1.2)

where α1, α2, β1, β2 are positive constants, A and B are constants. λ ∈ (0,+∞) is
a parameter. f : [a, b]× R→ R is continuous.

In [25], the authors applied the critical point theory of non-differentiable func-
tions to establish the existence of infinite solutions for the following boundary value
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problems

− d

dt

(
1

2
0D
−β
t (u′(t)) +

1

2
tD
−β
T (u′(t))

)
= λf(u(t)), a.e. t ∈ [0, T ],

au(0)− b
(

1

2
0D
−β
t u′(0) +

1

2
tD
−β
T u′(0)

)
= 0,

cu(T ) + d

(
1

2
0D
−β
t u′(T ) +

1

2
tD
−β
T u′(T )

)
= 0,

(1.3)

where 0 ≤ β < 1, a, c > 0, b, d ≥ 0, λ is a positive parameter. f : R → R is an
almost everywhere continuous function.

As is known to all, the most prominent feature of impulsive differential equation
is that it can fully consider the effect of instantaneous catastrophe on state, and
can reflect the changing law of things more profoundly and accurately. With the
development of science and technology, many scholars pay more and more attention
to the theoretical significance and practical application of impulsive differential
equation (see [12,13,22,26] and references therein).

Inspired by the above research, we study the BVP (1.1) in this paper. Compared
with the BVP (1.2), the BVP (1.1) studies fractional order, which is undoubtedly
the progress and innovation of our research. Further attention is paid to the BVP
(1.3), the BVP (1.1) will study non-homogeneous Sturm-Liouville and impulsive
boundary value conditions. Thus, the study of the BVP (1.1) is necessary and
meaningful.

2. Preliminaries

For convenience, we will recall the necessary definitions and lemmas of fractional
calculus.

Definition 2.1 ( [2, 20]). Let u be a function defined on [a, b]. The left and right
Riemann-Liouville fractional integrals of order 0 < γ ≤ 1 for the function u denoted
by aD

−γ
t u(t) and tD

−γ
b u(t), respectively, are defined by

aD
−γ
t u(t) =

1

Γ(γ)

∫ t

a

(t− s)γ−1u(s)ds, t ∈ [a, b], γ > 0

and

tD
−γ
b u(t) =

1

Γ(γ)

∫ b

t

(s− t)γ−1u(s)ds, t ∈ [a, b], γ > 0,

provided the right-hand sides are pointwise defined on [a, b], where Γ > 0 is the
gamma function.

Definition 2.2 ( [2, 20]). Let u be a function defined on [a, b]. The left and right
Riemann-Liouville fractional derivatives of order 0 < γ ≤ 1 for the function u
denoted by aD

γ
t u(t) and tD

γ
b u(t), respectively, are defined by

aD
γ
t u(t) =

d

dt
aD

γ−1
t u(t) =

1

Γ(1− γ)

d

dt

(∫ t

a

(t− s)−γu(s)ds

)
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and

tD
γ
b u(t) = − d

dt
tD

γ−1
b u(t) =

−1

Γ(1− γ)

d

dt

(∫ b

t

(s− t)−γu(s)ds

)
,

where t ∈ [a, b].

Definition 2.3 ( [2, 20]). Let u(t) ∈ AC([0, T ],R), then the left and right Caputo
fractional derivatives of order 0 < γ ≤ 1 for the function u denoted by c

aD
γ
t u(t) and

c
tD

γ
b u(t), respectively, are defined by

c
aD

γ
t u(t) = aD

γ−1
t u′(t) =

1

Γ(1− γ)

∫ t

a

(t− s)−γu′(s)ds

and

c
tD

γ
b u(t) = − tD

γ−1
b u′(t) =

−1

Γ(1− γ)

∫ b

t

(s− t)−γu′(s)ds,

where t ∈ [a, b].

Proposition 2.1 ( [2]). Let u is continuous for a.e. t ∈ [a, b], the left and right
Riemann-Liouville fractional integral operators have the following properties

aD
−γ1

t (aD
−γ2

t u(t)) = aD
−γ1−γ2

t u(t),

tD
−γ1

b (tD
−γ2

b u(t)) = tD
−γ1−γ2

b u(t), γ1, γ2 > 0.

Proposition 2.2 ( [2]). If u ∈ Lp′([a, b],RN ), v ∈ Lq′([a, b],RN ) and p′ ≥ 1, q′ ≥
1, 1

p′ + 1
q′ ≤ 1 + γ or p′ 6= 1, q′ 6= 1, 1

p′ + 1
q′ = 1 + γ. Then∫ b

a

[aD
−γ
t u(t)]v(t)dt =

∫ b

a

[tD
−γ
b v(t)]u(t)dt, γ > 0.

Proposition 2.3 ( [2]). If 0 < γ ≤ 1 and u ∈ AC([a, b],RN ), then

aD
−γ
t (caD

γ
t u(t)) = u(t)− u(a)

and

tD
−γ
b (ctD

γ
b u(t)) = u(t)− u(b).

Let Lp([0, T ],R)(1 ≤ p < ∞) and C([0, T ],R) be the p−Lebesgue space and
continuous function space, respectively, with the norms

‖u‖Lp = (

∫ T

0

|u(t)|pdt)
1
p , u ∈ Lp([0, T ],R) (1 ≤ p <∞)

and

‖u‖∞ = max
t∈[0,T ]

|u(t)|, u ∈ C([0, T ],R).

Definition 2.4. Let 1
2 < α ≤ 1 and 1 ≤ p < +∞. The fractional derivative space

Eα,p is defined as the closure of C∞([0, T ],R), that is, Eα,p = C∞([0, T ],R) with
the norm

‖u‖α,p = (

∫ T

0

|c0Dα
t u(t)|pdt+

∫ T

0

|u(t)|pdt)
1
p .
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It is obvious that Eα,p is the space of functions u(t) ∈ Lp([0, T ],R) with an α
order Caputo fractional derivative c

0D
α
t u(t) ∈ Lp([0, T ],R). When p = 2, we denote

Eα,2 as X.

Lemma 2.1 ( [9]). The space X is a reflexive and separable Banach space.

Lemma 2.2 ( [9, 25]). Let 0 < α ≤ 1 and 1 ≤ p < +∞. For any u ∈ Lp([0, T ],R),
we have

(1)

‖0D−αξ u‖Lp([0,t]) ≤
tα

Γ(α+ 1)
‖u‖Lp([0,t]) for ξ ∈ [0, t], t ∈ [0, T ]. (2.1)

(2)

‖ξD−αT u‖Lp([t,T ]) ≤
(T − t)α

Γ(α+ 1)
‖u‖Lp([t,T ]) for ξ ∈ [t, T ], t ∈ [0, T ]. (2.2)

In this paper, we treat the BVP (1.1) in the Hilbert space X with the inner
product and the corresponding norm defined by

< u, v >=

∫ T

0

(c0D
α
t u(t)c0D

α
t v(t))dt+

∫ T

0

u(t)v(t)dt, ∀u, v ∈ X

and

‖u‖α,2 = (

∫ T

0

|c0Dα
t u(t)|2dt+

∫ T

0

|u(t)|2dt)
1
2 , ∀u ∈ X.

Lemma 2.3 ( [25]). If 1
2 < α ≤ 1, then for any u ∈ X, we have

− cosπα

∫ T

0

|c0Dα
t u(t)|2dt ≤ −

∫ T

0

(c0D
α
t u(t)ctD

α
Tu(t))dt

≤ − 1

cosπα

∫ T

0

|c0Dα
t u(t)|2dt. (2.3)

Lemma 2.4. Let 1
2 < α ≤ 1 and u ∈ X, the norm ‖u‖α,2 is equivalent to

‖u‖ =

(
−
∫ T

0

(c0D
α
t u(t)ctD

α
Tu(t))dt+

b

a
(u(0))2 +

d

c
(u(T ))2

) 1
2

. (2.4)

Proof. First, we will show that there exists a constant K > 0 such that ‖u‖α,2 ≤
K‖u‖. According to Property 2.3, we deduce that u(t) = 0D

−α
t (c0D

α
t u(t)) + u(0).

Then, based on (2.1) and (2.3), we have

‖u‖2α,2 =

∫ T

0

|u(t)|2dt+

∫ T

0

|c0Dα
t u(t)|2dt

=

∫ T

0

|0D−αt (c0D
α
t u(t)) + u(0)|2dt+

∫ T

0

|c0Dα
t u(t)|2dt

≤ 2

∫ T

0

(|0D−αt (c0D
α
t u(t))|2 + |u(0)|2)dt+

∫ T

0

|c0Dα
t u(t)|2dt

≤ 2T (u(0))2 + 2‖0D−αt (c0D
α
t u)‖2L2 + ‖c0Dα

t u‖2L2
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≤ 2T (u(0))2 +
2T 2α

(Γ(α+ 1))2
‖c0Dα

t u‖2L2 + ‖c0Dα
t u‖2L2

≤ 2Ta

b

b

a
(u(0))2 +

1

cosπα

(
2T 2α

(Γ(α+ 1))2
+ 1

)∫ T

0

(c0D
α
t u(t)ctD

α
Tu(t))dt

≤ max{2Ta

b
,− 1

cosπα

(
2T 2α

(Γ(α+ 1))2
+ 1

)
}‖u‖2.

Obviously, we can find a constant K > 0 so that

‖u‖α,2 ≤ K‖u‖,

where

K =

(
max{2Ta

b
,− 1

cosπα
(

2T 2α

(Γ(α+ 1))2
+ 1)}

) 1
2

. (2.5)

On the other hand, we must find a constant H > 0 satisfying ‖u‖ ≤ H‖u‖α,2.
Based on Property 2.3 again, we get that u(0) = u(t) − 0D

−α
t (c0D

α
t u(t)). Then

from (2.1) and Hölder’s inequality, we get

(u(0))2 =
1

T

∫ T

0

(u(0))2dt

=
1

T

∫ T

0

(
u(t)− 0D

−α
t (c0D

α
t u(t))

)2

dt

≤ 2

T

∫ T

0

(
|u(t)|2 + |0D−αt (c0D

α
t u(t))|2

)
dt

≤ 2

T
‖u‖2L2 +

2

T
‖0D−αt (c0D

α
t u)‖2L2

≤ 2

T
‖u‖2L2 +

2T 2α−1

(Γ(α+ 1))2
‖c0Dα

t u‖2L2

≤ 4 max{ 1

T
,

T 2α−1

(Γ(α+ 1))2
}‖u‖2α,2

= H1‖u‖2α,2.

It follows from Property 2.3 that u(T ) = u(t) − tD
−α
T (ctD

α
Tu(t)). Then according

to (2.2) and Hölder’s inequality, we can obtain

(u(T ))2 =
1

T

∫ T

0

(u(T ))2dt

=
1

T

∫ T

0

(
u(t)− tD

−α
T (ctD

α
Tu(t))

)2

dt

≤ 2

T

∫ T

0

(
|u(t)|2 + | tD−αT (ctD

α
Tu(t))|2

)
dt

≤ 2

T
‖u‖2L2 +

2

T
‖ tD−αT (ctD

α
Tu)‖2L2

≤ 2

T
‖u‖2L2 +

2T 2α−1

(Γ(α+ 1))2
‖ctDα

Tu‖2L2 .
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After calculation, we can get

‖ctDα
Tu‖2L2 ≤

1

(cosπα)2
‖c0Dα

t u‖2L2 .

By integrating the above two formulas, one has

(u(T ))2 ≤ 2

T
‖u‖2L2 +

2T 2α−1

(Γ(α+ 1))2(cosπα)2
‖c0Dα

t u‖2L2

≤ 2 max{ 2

T
,

2T 2α−1

(Γ(α+ 1))2(cosπα)2
}‖u‖2α,2

= H2‖u‖2α,2.

So

‖u‖2 ≤ (− 1

cosπα
+
b

a
H1 +

d

c
H2)‖u‖2α,2.

In other words, we can find a constant H > 0 so that

‖u‖ ≤ H‖u‖α,2,

where

H =

(
− 1

cosπα
+
b

a
H1 +

d

c
H2

) 1
2

and

H1 = 4 max{ 1

T
,

T 2α−1

(Γ(α+ 1))2
},

H2 = 2 max{ 2

T
,

2T 2α−1

(Γ(α+ 1))2(cosπα)2
}.

Lemma 2.5. For u ∈ X, there is Λ > 0 such that

‖u‖∞ ≤ Λ‖u‖, (2.6)

where

Λ =
Tα−

1
2

Γ(α)(2α− 1)
1
2

√
| cosπα|

+
√

2K max{T− 1
2 ,

Tα−
1
2

Γ(α+ 1)
},

and K is defined (2.5).

Proof. Similar to the proof of Lemma 5.4 in [25], we can take

Λ =
Tα−

1
2

Γ(α)(2α− 1)
1
2

√
| cosπα|

+
√

2K max{T− 1
2 ,

Tα−
1
2

Γ(α+ 1)
},

and then we can get ‖u‖∞ ≤ Λ‖u‖.
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Lemma 2.6 ( [25]). Let u, v ∈ L1([0, T ],RN ). Suppose∫ T

0

(u(t), φ′(t))dt = −
∫ T

0

(v(t), φ(t))dt

for every φ ∈ C∞0 [0, T ], then

u(t) =

∫ T

0

v(x)dx+ C

for a.e. t ∈ [0, T ] and C ∈ RN .

Lemma 2.7 ( [9]). Assume that 1
2 < α ≤ 1 and the sequence {uk} converges

weakly to u in X, denote by uk ⇀ u in X, then uk → u in C([0, T ],R), that is,
‖uk − u‖∞ → 0 as k → +∞.

According to Property 2.1, then using Definition 2.3, the BVP (1.1) can be
transformed into the following boundary value problem

d

dt

(
1

2
0D

α−1
t (c0D

α
t u(t))− 1

2
tD

α−1
T (ctD

α
Tu(t))

)
+ λf(t, u(t)) = 0,

t 6= ti, a.e. t ∈ [0, T ],

a

(
1

2
0D

α−1
t (c0D

α
t u(0))− 1

2
tD

α−1
T (ctD

α
Tu(0))

)
− bu(0) = A,

c

(
1

2
0D

α−1
t (c0D

α
t u(T ))− 1

2
tD

α−1
T (ctD

α
Tu(T ))

)
+ du(T ) = B,

∆

(
0D

α−1
t (c0D

α
t u(ti))− tD

α−1
T (ctD

α
Tu(ti))

)
= Ii(u(ti)), i = 1, 2, · · · ,m,

(2.7)

where α = 1− β
2 ∈ ( 1

2 , 1]. Therefore, we look for a weak solution u of the BVP (1.1)
which corresponds to the weak solution u of the BVP (2.7).

Take v ∈ X and multiply the two sides of the equality

d

dt

(
1

2
0D

α−1
t (c0D

α
t u(t))− 1

2
tD

α−1
T (ctD

α
Tu(t))

)
+ λf(t, u(t)) = 0

by v and integrate from 0 to T , we have∫ T

0

[
d

dt

(
1

2
0D

α−1
t (c0D

α
t u(t))− 1

2
tD

α−1
T (ctD

α
Tu(t))

)
+ λf(t, u(t))

]
v(t)dt = 0.

Moreover, we get∫ T

0

[
d

dt

(
1

2
0D

α−1
t (c0D

α
t u(t))− 1

2
tD

α−1
T (ctD

α
Tu(t))

)]
v(t)dt

=

m∑
i=0

∫ ti+1

ti

[
d

dt

(
1

2
0D

α−1
t (c0D

α
t u(t))− 1

2
tD

α−1
T (ctD

α
Tu(t))

)]
v(t)dt

=

m∑
i=0

1

2

[
0D

α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t))

]
v(t)

∣∣∣∣t
−
i+1

t+i
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−
m∑
i=0

1

2

∫ ti+1

ti

[
0D

α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t))

]
v′(t)dt

=− 1

2

m∑
i=1

∆(0D
α−1
t (c0D

α
t u(ti))− tD

α−1
T (ctD

α
Tu(ti)))v(ti)

− 1

2
(0D

α−1
t (c0D

α
t u(0))− tD

α−1
T (ctD

α
Tu(0)))v(0)

+
1

2
(0D

α−1
t (c0D

α
t u(T ))− tD

α−1
T (ctD

α
Tu(T )))v(T )

− 1

2

∫ T

0

(0D
α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t)))v′(t)dt

=− 1

2

m∑
i=1

Ii(u(ti))v(ti)−
A+ bu(0)

a
v(0) +

B − du(T )

c
v(T )

+
1

2

∫ T

0

(
(c0D

α
t u(t))(ctD

α
T v(t)) + (ctD

α
Tu(t))(c0D

α
t v(t))

)
dt.

Above all, we have

− 1

2

∫ T

0

(
(c0D

α
t u(t))(ctD

α
T v(t))+(ctD

α
Tu(t))(c0D

α
t v(t))

)
dt+

bu(0)

a
v(0)+

du(T )

c
v(T )

+
A

a
v(0)− B

c
v(T ) +

1

2

m∑
i=1

Ii(u(ti))v(ti)− λ
∫ T

0

f(t, u(t))v(t)dt = 0.

We are now introduce the concept of a weak solution for the BVP (2.7).

Definition 2.5. The weak solution of the BVP (2.7) is u ∈ X satisfying the fol-
lowing equation

− 1

2

∫ T

0

(
(c0D

α
t u(t))(ctD

α
T v(t))+(ctD

α
Tu(t))(c0D

α
t v(t))

)
dt+

bu(0)

a
v(0)+

du(T )

c
v(T )

+
A

a
v(0)− B

c
v(T ) +

1

2

m∑
i=1

Ii(u(ti))v(ti)− λ
∫ T

0

f(t, u(t))v(t)dt = 0, ∀v ∈ X.

For ∀u ∈ X, we consider the functional J : X → R, that is J ∈ C1(X,R) as
follows

J(u) =
1

2

(
−
∫ T

0

(c0D
α
t u(t))(ctD

α
Tu(t))dt+

b

a
(u(0))2 +

d

c
(u(T ))2

)
+
A

a
u(0)

− B

c
u(T ) +

1

2

m∑
i=1

∫ u(ti)

0

Ii(t)dt− λ
∫ T

0

F (t, u(t))dt

=
1

2
‖u‖2 +

A

a
u(0)− B

c
u(T ) +

1

2

m∑
i=1

∫ u(ti)

0

Ii(t)dt− λ
∫ T

0

F (t, u(t))dt, (2.8)

where ‖u‖ is defined by (2.4) and F (t, u) =
∫ u

0
f(t, s)ds for all (t, u) ∈ [0, T ]× R.

It is easy to get that the functional J is differentiable on X and

J ′(u)v =− 1

2

∫ T

0

(
(c0D

α
t u(t))(ctD

α
T v(t)) + (ctD

α
Tu(t))(c0D

α
t v(t))

)
dt+

bu(0)

a
v(0)
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+
du(T )

c
v(T ) +

A

a
v(0)− B

c
v(T ) +

1

2

m∑
i=1

Ii(u(ti))v(ti)

− λ
∫ T

0

f(t, u(t))v(t)dt, ∀v ∈ X. (2.9)

Lemma 2.8. If u ∈ X is a critical point of J in X, then u is a weak solution of
the BVP (2.7).

Proof. Suppose u ∈ X is a critical point of J in X, that is,

− 1

2

∫ T

0

(
(c0D

α
t u(t))(ctD

α
T v(t))+(ctD

α
Tu(t))(c0D

α
t v(t))

)
dt+

bu(0)

a
v(0)+

du(T )

c
v(T )

+
A

a
v(0)− B

c
v(T ) +

1

2

m∑
i=1

Ii(u(ti))v(ti)− λ
∫ T

0

f(t, u(t))v(t)dt = 0, ∀v ∈ X.

(2.10)

Without loss of generality, for any i ∈ {0, 1, 2, · · · ,m}, take v ∈ C∞0 (ti, ti+1), then
(2.10) can be sorted into

− 1

2

∫ T

0

(
(c0D

α
t u(t))(ctD

α
T v(t)) + (ctD

α
Tu(t))(c0D

α
t v(t))

)
dt

− λ
∫ T

0

f(t, u(t))v(t)dt = 0,

that is,

1

2

∫ T

0

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
v′(t)dt = λ

∫ T

0

f(t, u(t))v(t)dt, ∀v ∈ C∞0 .

According to Lemma 2.6, we get

1

2

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
= −λ

∫ t

0

f(x, u(x))dx+ C, C ∈ R,

then

1

2

d

dt

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
+ λf(t, u(t)) = 0. (2.11)

Multiply both sides of (2.11) by v, then integrate from 0 to T , and we have∫ T

0

1

2

d

dt

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
v(t)dt+ λ

∫ T

0

f(t, u(t))v(t)dt = 0. (2.12)

In addition, ∫ T

0

1

2

d

dt

(
0D
−β
t (u′(t)) + tD

−β
T (u′(t))

)
v(t)dt

=

∫ T

0

1

2

d

dt

(
0D

α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t))

)
v(t)dt
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=

m∑
i=0

∫ ti+1

ti

1

2

d

dt

(
0D

α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t))

)
v(t)dt

=
1

2

m∑
i=0

[(
0D

α−1
t (c0D

α
t u(t−i+1))− tD

α−1
T (ctD

α
Tu(t−i+1))

)
v(t−i+1)

−
(

0D
α−1
t (c0D

α
t u(t+i+1))− tD

α−1
T (ctD

α
Tu(t+i+1))

)
v(t+i+1)

−
∫ ti+1

ti

(
0D

α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t))

)
v′(t)dt

]
=

1

2

(
0D

α−1
t (c0D

α
t u(T ))− tD

α−1
T (ctD

α
Tu(T ))

)
v(T )

− 1

2

(
0D

α−1
t (c0D

α
t u(0))− tD

α−1
T (ctD

α
Tu(0))

)
v(0)

− 1

2

m∑
i=1

∆

(
0D

α−1
t (c0D

α
t u(ti))− tD

α−1
T (ctD

α
Tu(ti))

)
v(ti)

− 1

2

∫ T

0

(
0D

α−1
t (c0D

α
t u(t))− tD

α−1
T (ctD

α
Tu(t))

)
v′(t)dt. (2.13)

It follows from (2.10), (2.12) and (2.13) that(
bu(0)

a
+
A

a
− 1

2
0D

α−1
t (c0D

α
t u(0)) +

1

2
tD

α−1
T (ctD

α
Tu(0))

)
v(0)

+

(
− du(T )

c
+
B

c
− 1

2
0D

α−1
t (c0D

α
t u(T )) +

1

2
tD

α−1
T (ctD

α
Tu(T ))

)
v(T )

+

(
1

2

m∑
i=1

Ii(u(ti))v(ti)−
1

2

m∑
i=1

∆(0D
α−1
t (c0D

α
t u(ti))− tD

α−1
T (ctD

α
Tu(ti)))

)
= 0.

Therefore, one has

a

(
1

2
0D

α−1
t (c0D

α
t u(0))− 1

2
tD

α−1
T (ctD

α
Tu(0))

)
− bu(0) = A,

c

(
1

2
0D

α−1
t (c0D

α
t u(T ))− 1

2
tD

α−1
T (ctD

α
Tu(T ))

)
+ du(T ) = B,

∆

(
0D

α−1
t (c0D

α
t u(ti))− tD

α−1
T (ctD

α
Tu(ti))

)
= Ii(u(ti)), i = 1, 2, · · · ,m.

Lemma 2.9 ( [16]). If ϕ is sequentially weakly lower semi-continuous on a reflexive
Banach space E and has a bounded minimizing sequence, then ϕ has a minimum
on E.

Lemma 2.10 ( [33]). For the functional ϕ : Θ ⊆ E → [−∞,+∞] with Θ 6= ∅,
minu∈Θ ϕ(u) = ε has a solution when the following hold

(1) E is a real reflexive Banach space.

(2) Θ is bounded and weak sequentially closed, i.e., by definition, for each sequence
{un} in Θ such that un ⇀ u as n→ +∞, we always have u ∈ Θ.
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(3) ϕ is sequentially weakly lower semi-continuous on Θ.

Lemma 2.11 ( [21]). Let E be a real Banach space and ϕ ∈ C1(E,R) satisfy the
Palais-Smale condition ((PS) -condition for short). Suppose that ϕ satisfies the
following conditions

(1) ϕ(0) = 0.

(2) There exist ρ, σ > 0 such that ϕ(u0) ≥ σ for every u0 ∈ E with ‖u0‖ = ρ.

(3) There exists u1 ∈ E with ‖u1‖ ≥ ρ such that ϕ(u1) < σ.

Then, ϕ possesses a critical value ε ≥ σ. Moreover, ε can be characterized as

ε = inf
g∈∆

max
s∈[0,1]

ϕ(g(s)),

where

∆ = {g ∈ C([0, 1], E) : g(0) = u0, g(1) = u1}.

Lemma 2.12 ( [21]). Let E be an infinite-dimensional Banach space and let ϕ ∈
C1(E,R) be even, satisfy the (PS)-condition, and have ϕ(0) = 0. Suppose that
E = V

⊕
W , where V is finite dimensional, and ϕ satisfies the following

(1) there exist % > 0 and ρ > 0 such that ϕ(u) ≥ % for all u ∈ E with ‖u‖ = ρ,
and

(2) for any finite-dimensional subspace Z ⊂ E there is R = R(Z) such that
ϕ(u) ≤ 0 for all u ∈ Z with ‖u‖ ≥ R.

Then ϕ possesses an unbounded sequence of critical values.

3. Main result

In this section, the existence and multiplicity of weak solutions for the BVP (1.1)
are considered.
In the rest of the article, we make the following assumptions
(H1) There exist some nonnegative constants li, l̄i, ki, k̄i and 0 ≤ σi < 1, 0 ≤ σ̄i < 1,
for i = 1, 2, · · · ,m, such that

−li − ki|y|σi ≤ Ii(y) ≤ l̄i + k̄i|y|σ̄i

for y ∈ R.
(H2) There exist 0 ≤ θ < 2 and τ(t) ∈ C([0, T ]) with ess inf τ > 0 such that

lim sup
|u|→+∞

F (t, u)

|u|θ
< τ(t)

uniformly for a.e. t ∈ [0, T ].
(H3) There exists η(t) ∈ C([0, T ]) with ess inf η > 0 such that

lim sup
|u|→+∞

F (t, u)

|u|2
< η(t)
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uniformly for a.e. t ∈ [0, T ].
(H4) There exists µ > 2 such that

0 < µF (t, y) ≤ yf(t, y)

for any t ∈ [0, T ] and y ∈ R\{0}.
(H5) f(t, y) is odd in y, i.e., f(t,−y) = −f(t, y) for all t ∈ [0, T ] and y ∈ R.
Ii(i = 1, 2, · · · ,m) are odd and increasing.

Theorem 3.1. Assume that (H1) and one of the following conditions hold, then
the BVP (2.7) admits at least one weak solution, and thus the BVP (1.1) has at
least one weak solution.

(1) (H2) holds and λ ∈ (0,+∞).

(2) (H3) holds and λ ∈ (0, 1
2Λ2

∫ T
0
η(t)dt

).

Proof. Let uk converges weakly to u in X, then uk converges uniformly to u in
[0, T ]. Based on the continuity of f and Ii(i = 1, 2, · · · ,m), it is logical to get

lim
k→+∞

(
1

2

m∑
i=1

∫ uk(ti)

0

Ii(t)dt− λ
∫ T

0

F (t, uk(t))dt+
A

a
uk(0)− B

c
uk(T )

)

=
1

2

m∑
i=1

∫ u(ti)

0

Ii(t)dt− λ
∫ T

0

F (t, u(t))dt+
A

a
u(0)− B

c
u(T ).

Notice that

lim inf
k→+∞

1

2
‖uk‖2 ≥

1

2
‖u‖2,

so we conclude that J(u) is sequentially weakly lower semi-continuous.
If (H2) holds, one can get that there exists L > 0 such that

F (t, u) ≤ τ(t)|u|θ + L

for a.e. t ∈ [0, T ] and u ∈ R, therefore, combined with (2.6), we have∫ T

0

F (t, u(t))dt ≤
∫ T

0

τ(t)|u(t)|θdt+

∫ T

0

Ldt

≤ Λθ‖u‖θ
∫ T

0

τ(t)dt+ LT.

According to (H1) and (2.6), we can obtain

m∑
i=1

∫ u(ti)

0

Ii(t)dt ≥ −
m∑
i=1

(li‖u‖∞ +
ki

σi + 1
‖u‖σi+1
∞ )

≥ −
m∑
i=1

(liΛ‖u‖+
ki

σi + 1
Λσi+1‖u‖σi+1).

Combining the above two formulas and (2.8), we infer that

J(u) ≥1

2
‖u‖2 − |A|

a
Λ‖u‖ − |B|

c
Λ‖u‖ − 1

2

m∑
i=1

(liΛ‖u‖+
ki

σi + 1
Λσi+1‖u‖σi+1)
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− λΛθ‖u‖θ
∫ T

0

τ(t)dt− λLT.

On account of 0 ≤ θ < 2 and 0 ≤ σi < 1, we get that lim‖u‖→+∞ J(u) = +∞. This
means that J(u) has a bounded minimizing sequence. So the BVP (2.7) exists at
least one weak solution, that is, the BVP (1.1) admits at least one weak solution.

If (H3) holds. (H3) implies that there exists Q > 0 such that

F (t, u) ≤ η(t)|u|2 +Q

for a.e. t ∈ [0, T ] and u ∈ R.
Similar to the above discussion, we can get

J(u) ≥ 1

2
‖u‖2 − |A|Λ

a
‖u‖ − |B|Λ

c
‖u‖ − 1

2

m∑
i=1

(liΛ‖u‖+
ki

σi + 1
Λσi+1‖u‖σi+1)

− λΛ2‖u‖2
∫ T

0

η(t)dt− λQT.

Notice that λ ∈ (0, 1
2Λ2

∫ T
0
η(t)dt

), we get that lim‖u‖→+∞ J(u) = +∞.

Lemma 3.1. Assume that (H1) and (H4) hold, then J satisfies the (PS)-condition.

Proof. Assume that {uk}k∈N ⊂ X is a sequence such that {J(uk)}k∈N is bounded
and limk→+∞ J ′(uk) = 0. It follows from µ > 2, (H1) and (H4) that

µJ(uk)− J ′(uk)uk =(
µ

2
− 1)‖uk‖2 + (µ− 1)

A

a
uk(0)− (µ− 1)

B

c
uk(T )

+
µ

2

m∑
i=1

∫ uk(ti)

0

Ii(t)dt−
1

2

m∑
i=1

Ii(uk(ti))uk(ti)

+ λ

(∫ T

0

f(t, uk(t))uk(t)dt− µ
∫ T

0

F (t, uk(t))dt

)
≥(
µ

2
− 1)‖uk‖2 − (µ− 1)

|A|Λ
a
‖uk‖ − (µ− 1)

|B|Λ
c
‖uk‖

− µ

2

m∑
i=1

(liΛ‖uk‖+
ki

σi + 1
Λσi+1‖uk‖σi+1)

− 1

2

m∑
i=1

(l̄iΛ‖uk‖+ k̄iΛ
σ̄i+1‖uk‖σ̄i+1),

which indicates that {uk} is bounded in X.
Because {uk} is bounded in X, there exists a subsequence of {uk}, which con-

verges weakly to a subsequence of u in X. For convenience, we still record this
subsequence as {uk}. Then {uk} converges uniformly to u on [0, T ]. Thus

uk(0)→ u(0),

uk(T )→ u(T ),
m∑
i=1

(Ii(uk(ti))− Ii(u(ti)))(uk(ti)− u(ti))→ 0,
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0

(f(t, uk(t))− f(t, u(t)))(uk(t)− u(t))dt→ 0,

as k → +∞. Since limk→+∞ J ′(uk) = 0 and {uk} converges weakly to some u, we
get

< J ′(uk)− J ′(u), uk − u >→ 0,

as k → +∞. On the other hand, notice that

< J ′(uk)− J ′(u), uk − u >

=−
∫ T

0

(
c
0D

α
t (uk(t)− u(t)), ctD

α
T (uk(t)− u(t))

)
dt+

b(uk(0)− u(0))2

a

+
d(uk(T )− u(T ))2

c
+

1

2

m∑
i=1

(
Ii(uk(ti))− Ii(u(ti))

)
(uk(ti)− u(ti))

− λ
∫ T

0

(f(t, uk(t))− f(t, u(t)))(uk(t)− u(t))dt

=‖uk − u‖2 +
1

2

m∑
i=1

(
Ii(uk(ti))− Ii(u(ti))

)
(uk(ti)− u(ti))

− λ
∫ T

0

(f(t, uk(t))− f(t, u(t)))(uk(t)− u(t))dt.

According to the previous discussion, ‖uk − u‖ → 0 as k → +∞ is proved. That is,
uk → u in X. In summary, J satisfies the (PS)-condition.

Remark 3.1. From (H4), we know that there exists P > 0 such that

F (t, u) ≤ F 0|u|µ, (t, u) ∈ [0, T ]× [−1, 1] (3.1)

and

F (t, u) ≥ F0|u|µ − P, (t, u) ∈ [0, T ]× R, (3.2)

where
F 0 = max

t∈[0,T ],|u|=1
F (t, u) > 0

and
F0 = min

t∈[0,T ],|u|=1
F (t, u) > 0.

Theorem 3.2. If M > 0, and (H1) and (H4) hold, then the BVP (2.7) admits at
least two different weak solutions for each λ ∈ (0, M

F 0T ), where

M =
1

2Λ2
− |A|

a
− |B|

c
− 1

2

m∑
i=1

(li +
ki

σi + 1
).

That is, the BVP (1.1) exists at least two different weak solutions.

Proof. Let Br denotes the open ball in X with radius r and centered at 0 and let
∂Br and B̄r represent the boundary and closure of Br, respectively. It is easy to
get B̄ 1

Λ
is a bounded weak closed set.
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Next, we have known that J(u) is sequentially weakly lower semi-continuous in
X, based on Lemma 2.10, we get J(u) has a local minimum point u0 in B̄ 1

Λ
, in

other word, J(u0) ≤ J(0) = 0.
It follows from (2.6) that ‖u‖ ≤ 1

Λ implies that ‖u‖∞ ≤ 1. According to (3.1),
one has ∫ T

0

F (t, u(t))dt ≤ F 0

∫ T

0

‖u‖µ∞dt ≤ F 0TΛµ‖u‖µ, ‖u‖ ≤ 1

Λ
. (3.3)

For any u ∈ ∂Br(r ≤ 1
Λ ), combined with (2.8), we have

J(u) ≥ 1

2
r2 − Λ|A|r

a
− Λ|B|r

c
− 1

2

m∑
i=1

(liΛr +
ki

σi + 1
Λσi+1rσi+1)− λTF 0Λµrµ.

And then for all u ∈ ∂B 1
Λ

, one has

J(u) ≥ 1

2Λ2
− |A|

a
− |B|

c
− 1

2

m∑
i=1

(li +
ki

σi + 1
)− λTF 0 = Mλ.

In view of λ ∈ (0, M
F 0T ), we obtain that J(u) = Mλ > J(0) ≥ J(u0) for any

u ∈ ∂B 1
Λ

.

Therefore infu∈∂B 1
Λ

J(u) > J(u0), and J(u) has a local minimum u0 ∈ ∂B 1
Λ

.

Let ω > 0. Since ω ∈ X, in view of (H1) and (3.2), we get that

J(ω) ≤ (
b

2a
+
d

2c
)ω2+

|A|
a
ω+
|B|
c
ω+

1

2

m∑
i=1

(l̄iω +
k̄i

σ̄i + 1
ωσ̄i+1)− λF0Tω

µ + λPT.

Notice that µ > 2 and 1 ≤ σ̄i + 1 < 2, one has J(ω) → −∞ as ω → +∞. Thus,
there exists u1 > 0 with ‖u1‖ > 1

Λ such that infu∈∂B 1
Λ

J(u) > J(u1). Based on

Lemma 2.11 and Lemma 3.1, it is easy to know that there is u2 ∈ X such that
J ′(u2) = 0 and J(u2) > max{J(u0), J(u1)}.

Thus, u0 and u2 are two different weak solutions of the BVP (2.7), moreover,
they are also two different weak solutions of the BVP (1.1).

Next, let’s consider the case of A = B = 0, then the BVP (1.1) becomes the
following form

d

dt

(
1

2
0D

α−1
t (c0D

α
t u(t))− 1

2
tD

α−1
T (ctD

α
Tu(t))

)
+ λf(t, u(t)) = 0,

t 6= ti, a.e. t ∈ [0, T ],

a

(
1

2
0D

α−1
t (c0D

α
t u(0))− 1

2
tD

α−1
T (ctD

α
Tu(0))

)
− bu(0) = 0,

c

(
1

2
0D

α−1
t (c0D

α
t u(T ))− 1

2
tD

α−1
T (ctD

α
Tu(T ))

)
+ du(T ) = 0,

∆

(
0D

α−1
t (c0D

α
t u(ti))− tD

α−1
T (ctD

α
Tu(ti))

)
= Ii(u(ti)), i = 1, 2, · · · ,m.

(3.4)

Theorem 3.3. Assume that (H1), (H4) and (H5) hold, then the BVP (3.4) admits
infinitely many weak solutions.
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Proof. According to the definition of J , it is obvious that J(0) = 0. In addition,
according to (H5), J is even. Notice the fact that all norms are equivalent in finite
dimensional space, so for any finite dimensional space X̃ in X, and for each u ∈ X̃,
we know that there exists a constant G′ > 0, so that

‖u‖Lq = (

∫ T

0

|u(t)|qdt)
1
q ≥ G′‖u‖, q ≥ 1.

Based on (3.2), for any u ∈ X̃, there is a constant G > 0 such that∫ T

0

F (t, u(t))dt ≥F0‖u‖µLµ − PT

≥F0G
µ‖u‖µ − PT,

which yields that

J(u) =
1

2
‖u‖2 +

1

2

m∑
i=1

∫ u(ti)

0

Ii(t)dt− λ
∫ T

0

F (t, u(t))dt

≤1

2
‖u‖2 +

1

2

m∑
i=1

(l̄iΛ‖u‖+
k̄i

σ̄i + 1
Λσ̄i+1‖u‖σ̄i+1)− λF0G

µ‖u‖µ + λPT.

And because µ > 2 and 1 ≤ σ̄i + 1 < 2, we get J(u) → −∞ as u ∈ Ẽ and
‖u‖ → +∞. Then there exists R = R(Ẽ) such that J(u) ≤ 0 for all u ∈ Ẽ satisfies
‖u‖ ≥ R.

In view of (H5), we know
∫ x

0
Ii(t)dt are even and

∫ x
0
Ii(t)dt ≥ 0 for any x ≥ 0.

Thus
m∑
i=1

∫ u(ti)

0

Ii(t)dt ≥ 0,

combined with (3.3), we get that

J(u) ≥ 1

2
‖u‖2 − λF 0TΛµ‖u‖µ, ‖u‖ ≤ 1

Λ
.

Since µ > 2, the above inequality implies that we can choose δ > 0 small enough
such that J(u) ≥ $ > 0 for ‖u‖ = δ. Base on Lemma 2.12, the BVP (3.4) has
infinitely many weak solutions.

4. Examples

Example 4.1. Let us consider the following fractional boundary value problem

d

dt

(
1

2
0D

0
t (u
′(t)) +

1

2
tD

0
1(u′(t))

)
+ λf(t, u(t)) = 0, t 6= t1, a.e. t ∈ [0, 1],

2

(
1

2
0D

0
t (u
′(0)) +

1

2
tD

0
1(u′(0))

)
− u(0) = A,

3

(
1

2
0D

0
t (u
′(1)) +

1

2
tD

0
1(u′(1))

)
+ u(1) = B,

∆

(
0D

0
t (u
′(t1)) + tD

0
1(u′(t1))

)
= 1 + |u(t1)| 12 .

(4.1)
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Then, we easy know that (H1) holds with l1 = 1, k1 = 3, l̄1 = 1, k̄1 = 2, σ1 = 1
2

and σ̄1 = 1
2 .

(1) Let F (t, u) = 2|u|+ t, θ = 1 and τ(t) = 3 + t, then (H2) holds.

(2) Let F (t, u) = (1 + t)( 1
6u

2 − 2|u|) and η(t) = 1
4 (1 + t), then (H3) holds.

So, based on Theorem 3.1, for any constants A and B, the BVP (4.1) has at least
one weak solution under λ ∈ (0,+∞) and λ ∈ (0, 1

10 ), respectively.

Example 4.2. Consider the following fractional boundary value problem

d

dt

(
1

2
0D

0
t (u
′(t)) +

1

2
tD

0
1(u′(t))

)
+ λf(t, u(t)) = 0, t 6= t1, a.e. t ∈ [0, 1],

2

(
1

2
0D

0
t (u
′(0)) +

1

2
tD

0
1(u′(0))

)
− u(0) = − 1

60
,

3

(
1

2
0D

0
t (u
′(1)) +

1

2
tD

0
1(u′(1))

)
+ u(1) =

1

40
,

∆

(
0D

0
t (u
′(t1)) + tD

0
1(u′(t1))

)
=

1

20
+

1

60
|u(t1)| 12 .

(4.2)
When l1 = 1

100 , l̄1 = 1
10 , k1 = k̄1 = 1

60 and σ1 = σ̄1 = 1
2 , (H1) holds. Let

F (t, u) = 1
6 (1 + t)u6 and µ = 3, we know that M > 0 and (H4) holds. Thus,

according to Theorem 3.2, the BVP (4.2) exists at least two different weak solutions
for λ ∈ (0, 0.02).

Example 4.3. Consider the following fractional boundary value problem

d

dt

(
1

2
0D

0
t (u
′(t)) +

1

2
tD

0
1(u′(t))

)
+ λf(t, u(t)) = 0, t 6= t1, a.e. t ∈ [0, 1],

2

(
1

2
0D

0
t (u
′(0)) +

1

2
tD

0
1(u′(0))

)
− u(0) = 0,

3

(
1

2
0D

0
t (u
′(1)) +

1

2
tD

0
1(u′(1))

)
+ u(1) = 0,

∆

(
0D

0
t (u
′(t1)) + tD

0
1(u′(t1))

)
=

1

2
u(t1)

1
3 .

(4.3)

If l1 = l̄1 = 1, k1 = k̄1 = 1
2 and σ1 = σ̄1 = 1

3 , (H1) holds. From I1(u) = 1
2u

1
3 ,

F (t, u) = 1
6 (1 + t)u6 and µ = 3, we know that (H4) and (H5) hold. Therefore,

according to Theorem 3.3, the BVP (4.3) admits infinitely many weak solutions for
λ ∈ (0,+∞).

5. Conclusions

In this paper, we study a class of fractional Sturm-Liouville problem with impulsive
conditions. The existence of at least one weak solution and at least two different
weak solutions of the BVP (1.1) are obtained by using different variational meth-
ods. In addition, we also study the BVP (3.4) of the homogeneous Sturm-Liouville
boundary condition corresponding to the BVP (1.1), and obtain the existence re-
sult of its infinite solutions. The BVP (1.2) in literature [3] is of integer order, and
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the BVP (1.3) in literature [24] is only a homogeneous Sturm-Liouville boundary
condition. So the BVP (1.1) in this paper extends the BVP (1.2) and generalizes
the BVP (1.3). Then the research of this paper is necessary and meaningful.
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