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POLYNOMIAL AND RATIONAL WAVE
SOLUTIONS OF

KUDRYASHOV-SINELSHCHIKOV EQUATION
AND NUMERICAL SIMULATIONS FOR ITS

DYNAMIC MOTIONS

Turgut Ak1,†, Mohammed S. Osman2,3 and Abdul Hamid Kara4

Abstract Polynomial and rational wave solutions of Kudryashov-Sinelshchikov
equation and numerical simulations for its dynamic motions are investigated.
Conservation flows of the dynamic motion are obtained utilizing multiplier
approach. Using the unified method, a collection of exact solitary and soli-
ton solutions of Kudryashov-Sinelshchikov equation is presented. Collocation
finite element method based on quintic B-spline functions is implemented to
the equation to evidence the accuracy of the proposed method by test prob-
lems. Stability analysis of the numerical scheme is studied by employing von
Neumann theory. The obtained analytical and numerical results are in good
agreement.
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1. Introduction
Recently, the concept of soliton has become a widely-studied topic because of its
applicability in the modeling of many natural phenomena arising in different fields
such as optics, physics, dynamics, fluid and biology [1, 2, 5, 7, 13, 23]. The theory
of soliton has been put forward in the study of nonlinear phenomena, which makes
the study of the nonlinear evolution equations (NLEEs) become an essential tool in
nonlinear science.

Various analytical and numerical techniques are used to investigate the NLEEs
such as the inverse scattering method [3, 4, 29], the generalized unified method
[16, 17], Painlevé analysis method [24], variable separation method [30], Hirota bi-
linear method [26], Bäcklund transformation [27], Runge-Kutta fourth-order and
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Fourier spectral scheme [6], finite difference method [11], and the variational itera-
tion method [25].

In this paper, we investigate and analyze the solutions of the Kudryashov-
Sinelshchikov equation [21, 28] analytically and numerically by using the unified
method (UM) [18,19] and collocation method, respectively.

The Kudryashov-Sinelshchikov equation, denoted by KSE, is given by

ut + αuux + βuxxx + γ (uuxx)x + σuxuxx = 0, (1.1)

where α, β, γ and σ are real parameters. The KSE can be used to describe the
nonlinear waves in gas-liquid mixtures in the absence of the viscosity [21]. The KSE
is the generalization of the KdV when γ = σ = 0. For more details see [10].

Our work aims firstly to search for the solitary, soliton, and soliton rational
wave solutions for the KSE by making use of the UM. Secondly, the conservation
law is applied to study the invariance and the multiplier approach for the KSE.
Finally, numerical simulation of the obtained results are performed on the behavior
of the obtained solutions to the KSE using the quintic B-splines and the modulation
instability is discussed and introduced in some figures to clarify the physical meaning
for explicit and approximate solutions.

This paper is organized as follows. Section 2 constructs different types of wave
solution for the KSE using the UM. Section 3 recalls some necessary preliminaries
of the conservation flows for the KSE. Section 4 presents collocation finite element
method for the KSE by using quintic B-splines and studies stability of the scheme.
To demonstrate accuracy of the scheme, some test problems are studied and the
obtained results are discussed in Section 5. Finally, conclusions are given in Section
6.

2. Exact solutions
In this section, we use the UM [18,19] to derive exact wave solutions for Eq. (1.1).
The UM classifies the solutions into two categories namely polynomial and rational
wave solutions (for more details see [18,19]).

First, we use the transformation

u(x, t) = u(ξ), ξ = κx+ νt, (2.1)

in Eq. (1.1) and integrating both sides with respect to ξ, we get

κ3(β + γu)u′′ +
1

2
σκ3u′2 +

1

2
ακu2 + νu = 0, u′ =

du

dξ
, (2.2)

where the constant of integration is set to be equal zero and κ and ν are arbitrary
constants.

2.1. Polynomial wave solutions
The UM asserts that the polynomial wave solutions are given by

u(ξ) =

n∑
j=0

pjΓ
j(ξ), (2.3)
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and the auxiliary function Γ(ξ) satisfies the auxiliary equation

(Γ′(ξ))p =

k∑
j=0

bjΓ
j(ξ), p = 1, 2, (2.4)

where pj and bj are real constants.
By considering the homogeneous balance between u′′ and u2 in Eq. (2.2), we

get n = 2(k − 1), k ≥ 1. Here, we confine ourselves to find these solutions when
k = 2 and p = 1 or p = 2 to obtain solitary and soliton wave solutions respectively.

2.1.1. Solitary wave solutions (k = 2 and p = 1)

Here, we find the solitary wave solutions of Eq. (2.2). From Eqs. (2.3) and (2.4)
we have

u(ξ) = p0 + p1Γ(ξ) + p2Γ
2(ξ), (2.5)

Γ′(ξ) = b0 + b1Γ(ξ) + b2Γ
2(ξ). (2.6)

Substituting Eqs. (2.5) and (2.6) into Eq. (2.2) and equating the coefficients of
Γ(ξ) to zero (by utilizing the Mathematical software), solutions for the parameters
pi and bi, i = 0, 1, 2 are presented as follows

p0 = − 12b2b0κ
2β

α− µ2κ2γ
, p1 = − 12b2b1κ

2β

α− µ2κ2γ
, p2 = − 12b22κ

2β

α− µ2κ2γ
,

σ = −3γ, ν = −µ2κ3β, µ =
√
b21 − 4b0b2.

(2.7)

Using Eq. (2.7) in Eq. (2.5) and by solving the auxiliary equation given by Eq.
(2.6), we get the solution of Eq. (1.1) namely

u (x, t) = Asech2 [B (x− ct)] , (2.8)

where A = 3κ2µ2β
α−κ2µ2γ , B = κµ

2 , c = κ2µ2β and α, β, γ, κ and µ > 0 are arbitrary
constants. Solitary wave solution of Eq. (1.1) is shown in Figure 1.

(a) (b)

Figure 1. Solitary wave solution of Eq. (1.1) for α = 2, β = 1, γ = 0.1, κ = 1, and µ = 0.5.
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2.1.2. Soliton wave solutions (k = 2 and p = 2)

To obtain the soliton wave solutions of Eq. (2.2), we put k = 2 and p = 2 in Eqs.
(2.3) and (2.4) namely

u(ξ) = p0 + p1Γ(ξ) + p2Γ(ξ), (2.9)
Γ′(ξ) = Γ(ξ)

√
b0 + b1Γ(ξ) + b2Γ2(ξ). (2.10)

Using Eqs. (2.9) and (2.10) in Eq. (2.2) and by solving the obtained set of algebraic
equations, we get

p0 = p1 = 0, p2 = − 12b2κ
2β

α− 4b0κ2γ
, ν = −4b0κ

3β, σ = −3γ, b1 = 0. (2.11)

Using Eq. (2.11) into Eq. (2.9) and by solving the auxiliary equation given by
(2.10), we get the solution of Eq. (1.1) namely

u (x, t) = −
48b2b

2
0 exp

[
2
√
b0κ(x− 4b0κ

2βt)
]
κ2β

(α− 4b0κ2γ)
[
−1 + b0b2 exp(2

√
b0κ(x− 4b0κ2βt))

]2 , (2.12)

where α, β, γ, κ, b2 and b0 > 0 are arbitrary constants. Soliton wave solution of
Eq. (1.1) is illustrated in Figure 2.

(a) (b)

Figure 2. Soliton wave solution of Eq. (1.1) for α = −0.3, β = −0.1, γ = −0.7, κ = 0.5, b0 = 0.5,
and b2 = −0.1.

2.2. Rational wave solutions
To find the rational wave solutions of Eq. (1.1), we assume the solution of Eq. (2.2)
as

u(ξ) =

n∑
i=0

pi Γ
i(ξ)/

m∑
j=0

qi Γ
i(ξ), n ≥ l, (2.13)

(Γ′(ξ))p =

k∑
i=0

bi Γ
i(ξ), p = 1, 2 (2.14)

where pi, qi and bi are arbitrary constants. By considering the homogeneous balance
between U ′′ and U2 in Eq. (2.2), we get n−m = 2 (k − 1) and k = 1, 2, ... .

Here, we find those solutions when k = 1, n = m, and p = 1 (soliton rational
solutions).
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2.2.1. Soliton rational solution (n = m = 1 and p = 1)

From Eqs. (2.13) and (2.14) , we have

u(ξ) =
p0 + p1 Γ(ξ)

q0 + q1 Γ(ξ)
,

Γ′(ξ) = b0 + b1 Γ(ξ).

(2.15)

Substituting Eq. (2.15) into Eq. (2.2) and by solving the obtained set of algebraic
equations, we get

p0 = −2b0q1β

b1γ
, p1 = −2q1β

γ
,

α = −b21κ
2γ, ν = −b20κ

3β, σ = −4γ.

(2.16)

Using Eq. (2.16) into Eq. (2.15), we get the solution of Eq. (1.1) namely

u (x, t) = − 2b1q1β exp(b1κx)

b1q1γ exp(b1κx)− (b0q1 − b1q0)γ exp(b31κ
3βt)

, (2.17)

where α, β, γ, κ, qj and bj , j = 0, 1 are arbitrary constants. Soliton rational solution
of Eq. (1.1) is drawn in Figure 3.

(a) (b)

Figure 3. Soliton rational solution of Eq. (1.1) for α = −0.075, β = −0.1, γ = 0.3, κ = 1, b0 = −1,
b1 = 0.5, q0 = 0.4 and q1 = −1.

3. Conservation laws
We present some preliminaries on conservation laws that will be used in the analysis
that follow.

The invariance and multiplier approach are resorted based on the well known
result that the Euler-Lagrange operator annihilates a total divergence to determine
conserved densities and fluxes [8]. Firstly, if (T t, T x) is a conserved vector corre-
sponding to a conservation law, then

DtT
t +DxT

x = 0, (3.1)
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along the solutions of the differential equation E(x, t, u, ux, ut, . . .) = 0.
Moreover, if there exists a non-trivial differential function Q, called a “multi-

plier”, such that
EuE = 0, (3.2)

then QE is a total divergence,

QE = DtT
t +DxT

x, (3.3)

for some (conserved) vector (T t, T x), where Eu is the respective Euler-Lagrange
operator. Thus, a knowledge of each multiplier Q leads to a conserved vector
determined by, inter alia, a homotopy operator [9].

For a system E1(x, t, u, v, ux, vx, . . .) = 0, E2(x, t, u, v, ux, vx, . . .) = 0, Q =
(q1, q2), say, so that

q1E1 + q2E2 = DtT
t +DxT

x, (3.4)

and
E(u,v)[DtT

t +DxT
x] = 0. (3.5)

Also, the above is trivially extendable to the multi space situation so that, in
the (1 + 2) scenario with independent variables (t, x, y), the conserved flow has
the form (T t, T x, T y) and the total divergence is DtT

t + DxT
x + DyT

y (equal to
QE(x, t, u, ux, uy, ut, . . .).

Note. In this case, using the the language of forms, the conserved form (as opposed
to the conserved flow) would be T tx− T yx+ T x. In each case, T t is the conserved
density.

It is well known that the vector fields that leave the system of differential equa-
tions invariant (generators of Lie point symmetries) contain the algebra of varia-
tional symmetries, if the latter exists [12,14,15,22].

The multiplier approach, for σ, γ ̸= 0, leads to multipliers

Q1 = 1, Q2 =

(
u+

β

γ

)σγ

. (3.6)

The corresponding conserved flow with Q1 has components

T t = u, (3.7)

T x = γuxxu+
1

2
σu2

x +
1

2
αu2 + βuxx.

The conserved density with Q2 is

T t =
1

γ + σ

[
(γu+ β)

σγ+1 − βσγ+1γ−σγ
]
. (3.8)

For σ = 0, the multiplier is Q3 = ln (γu+ β) with conserved density

T t =
1

γ
[(γu+ β) ln (γu+ β)− β lnβ − γu ln γ − γu] . (3.9)
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4. Numerical simulation
In this section, firstly, quintic B-spline interpolation function and its some properties
are defined. The collocation finite element method is implemented to Kudryashov-
Sinelshchikov equation. Quintic B-spline functions are chosen as interpolation func-
tions. Then, stability of the applied method is analyzed using von Neumann theory.

4.1. Quintic B-splines and properties
Here, Kudryashov-Sinelshchikov equation (1.1) is studied with the physical bound-
ary conditions u → 0 as x → ±∞, where α, β, γ and σ are constants and the
subscripts t and x denote the temporal and spatial differentiations, respectively.

Firstly, the solution domain is limited over an interval a ≤ x ≤ b to apply
the numerical method. Space interval [a, b] is separated into uniformly sized finite
elements of length h = b−a

N = (xm+1 − xm) by the knots xm like that a = x0 <
x1 < ... < xN = b for m = 1, 2, ..., N .

To solve Eq. (1.1) homogeneous boundary conditions

uN (a, t) = 0, uN (b, t) = 0,

(uN )x (a, t) = 0, (uN )x (b, t) = 0, t > 0
(4.1)

and
u(x, 0) = f(x), a ≤ x ≤ b. (4.2)

the initial condition are chosen as above.
ϕm(x) quintic B-spline functions at the knots xm are defined over the interval

[a, b] by the following relationships for m = −2(1)N + 2 [20]:

ϕm(x) = 1
h5



(x− xm−3)
5
, [xm−3, xm−2]

(x− xm−3)
5 − 6 (x− xm−2)

5
, [xm−2, xm−1]

(x− xm−3)
5 − 6 (x− xm−2)

5
+ 15 (x− xm−1)

5
, [xm−1, xm]

(x− xm−3)
5 − 6 (x− xm−2)

5
+ 15 (x− xm−1)

5 − 20 (x− xm)
5
, [xm, xm+1]

(x− xm−3)
5 − 6 (x− xm−2)

5
+ 15 (x− xm−1)

5 − 20 (x− xm)
5

+15 (x− xm+1)
5
, [xm+1, xm+2]

(x− xm−3)
5 − 6 (x− xm−2)

5
+ 15 (x− xm−1)

5 − 20 (x− xm)
5

+15 (x− xm+1)
5 − 6 (x− xm+2)

5
, [xm+2, xm+3]

0. elsewhere
(4.3)

The values of ϕm (x) and its derivative are tabulated as in Table 1. The splines
ϕm(x) and its four principle derivatives vanish outside the interval [xm−3, xm+3].

For functions defined over [a, b], the set of functions {ϕ−2(x), ϕ−1(x), ϕ0(x), . . . ,
ϕN+1(x), ϕN+2(x)} forms a basis. The approximate solution uN (x, t) is given by

uN (x, t) =

N+2∑
j=−2

ϕj(x)δj(t), (4.4)
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Table 1. Quintic B-spline function and its derivatives at nodes xm

x xm−3 xm−2 xm−1 xm xm+1 xm+2 xm+3

ϕm (x) 0 1 26 66 26 1 0
hϕ′

m (x) 0 -5 -50 0 50 5 0
h2ϕ′′

m (x) 0 20 40 -120 40 20 0
h3ϕ′′′

m (x) 0 -60 120 0 -120 60 0
h4ϕiv

m (x) 0 120 -480 720 -480 120 0

where δj(t) is time dependent parameters to be determined from the boundary and
collocation conditions.

Using trial function (4.4) and quintic B-splines (4.3), the values of u, u′, u′′, u′′′

and uiv at the knots are determined in terms of the element parameters δm by

um = u(xm) = δm−2 + 26δm−1 + 66δm + 26δm+1 + δm+2,

u′
m = u′(xm) = 5

h (−δm−2 − 10δm−1 + 10δm+1 + δm+2),

u′′
m = u′′(xm) = 20

h2 (δm−2 + 2δm−1 − 6δm + 2δm+1 + δm+2),

u′′′
m = u′′′(xm) = 60

h3 (−δm−2 + 2δm−1 − 2δm+1 + δm+2),

uiv
m = uiv(xm) = 120

h4 (δm−2 − 4δm−1 + 6δm − 4δm+1 + δm+2),

(4.5)

where the symbols ′, ′′, ′′′ and iv denote first, second, third and fourth differentiation
with respect to x, respectively.

4.2. Implementation of the method
Substituting Eq. (4.5) into Eq. (1.1), general form of the solution approach is
obtained as below.(
δ̇m−2+26δ̇m−1+66δ̇m+26δ̇m+1+δ̇m+2

)
+ 5αωm

h (−δm−2−10δm−1+10δm+1+δm+2)

+ 60β
h3 (−δm−2+2δm−1−2δm+1+δm+2)+

60γωm

h3 (−δm−2+2δm−1−2δm+1+δm+2)

+ 100(γ+σ)ϖm

h3 (−δm−2 − 10δm−1 + 10δm+1 + δm+2) = 0,

(4.6)
where

ωm = um = (δm−2 + 26δm−1 + 66δm + 26δm+1 + δm+2) , (4.7)

and
ϖm =

h2

20
uxx = (δm−2 + 2δm−1 − 6δm + 2δm+1 + δm+2) , (4.8)

and · indicates derivative with respect to t. Here, the term u in non-linear terms
uux and uuxxx, the term h2

20uxx in non-linear term uxuxx are taken as Eqs. (4.7)
and (4.8) by assuming that the quantity u and h2

20uxx are locally constants for the
linearization technique.

If time parameters δi’s and its time derivatives δ̇i’s in Eq. (4.6) are discretized
by using the Crank-Nicolson formula and usual finite difference approximation,
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respectively:

δi =
δn+1
i + δni

2
, δ̇i =

δn+1
i − δni

∆t
. (4.9)

A recurrence relationship between two time levels n and n+1 relating two unknown
parameters δn+1

i , δni are obtained for i = m− 2,m− 1, ...,m+ 1,m+ 2

λ1δ
n+1
m−2 + λ2δ

n+1
m−1 + λ3δ

n+1
m + λ4δ

n+1
m+1 + λ5δ

n+1
m+2 = λ5δ

n
m−2 + λ4δ

n
m−1 + λ3δ

n
m + λ2δ

n
m+1 + λ1δ

n
m+2

(4.10)
where

λ1 = [1−Aωm − (B + Cωm)−Dϖm] ,

λ2 = [26− 10Aωm + 2 (B + Cωm)− 10Dϖm] ,

λ3 = [66] ,

λ4 = [26 + 10Aωm − 2 (B + Cωm) + 10Dϖm] ,

λ5 = [1 +Aωm + (B + Cωm) +Dϖm] ,

m = 0, 1, . . . , N,

A = 5
2hα∆t, B = 30

h3 β∆t, C = 30
h3 γ∆t, D = 50

h3 (γ + σ)∆t.

(4.11)

The system (4.10) includes (N + 1) linear equations and (N + 5) unknown param-
eters (δ−2, δ−1, . . . , δN+1, δN+2)

T . To obtain a unique solution from this system,
four additional constraints are required. These are obtained from the boundary
conditions by eliminating δ−2, δ−1 and δN+1, δN+2 in the system (4.10). In this
case, a matrix equation is obtained (N + 1) linear equations and N + 1 unknowns
d = (δ0, δ1, . . . , δN )T in the following form

Pdn+1 = Qdn. (4.12)

The matrices P and Q are (N + 1)× (N + 1) pentagonal matrices and this matrix
equation (4.12) is solved by using the pentagonal algorithm. To cope with the non-
linearity caused by ωm and ϖm, two inner iterations are applied to the term δn∗ =
δn+ 1

2 (δ
n−δn−1) at each time step. After the initial vector d0 = (δ0, δ1, ..., δN−1, δN )

is determined by using the initial condition and the following derivatives at the
boundary conditions,

uN (x, 0) = u (xm, 0) ,

(uN )x (a, 0) = 0,

(uN )xx (a, 0) = 0,

m = 0, 1, 2, ..., N

(uN )x (b, 0) = 0,

(uN )xx (b, 0) = 0

(4.13)

the following matrix form of the initial vector d0 is obtained

Wd0 = R (4.14)
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where

54 60 6

25.25 67.50 26.25 1

1 26 66 26 1

1 26 66 26 1

. . .

1 26 66 26 1

1 26.25 67.50 25.25

6 60 54





δ0

δ1

...

...

...

δN−1

δN


=



u (x0, 0)

u (x1, 0)

...

...

...

u (xN−1, 0)

u (xN , 0)


(4.15)

Once and for all, this matrix system is solved efficiently by using a variant of Thomas
algorithm.

4.3. Stability of the scheme
The stability of the linearized numerical scheme is analyzed based on the von Neu-
mann theory. To investigate stability, we use Fourier mode

δnm = ξneimkh, (4.16)

where ξ is growth factor of the error in a typical mode of amplitude ξn, h is element
size and k is mode number. Substituting the Fourier mode (4.16) into the system
(4.10) gives the following equality

λ1ξ
n+1ei(m−2)kh + λ2ξ

n+1ei(m−1)kh + λ3ξ
n+1eimkh + λ4ξ

n+1ei(m+1)kh + λ5ξ
n+1ei(m+2)kh

= λ5ξ
nei(m−2)kh + λ4ξ

nei(m−1)kh + λ3ξ
neimkh + λ2ξ

nei(m+1)kh + λ1ξ
nei(m+2)kh.

(4.17)
Then, if Euler’s formula

eikh = cos (kh) + i sin (kh) , (4.18)

is used in Eq. (4.17) and this equation is simplified, we obtain growth factor in the
following

ξ =
a− ib

a+ ib
, (4.19)

where

a = 66 + 52 cos (kh) + 2 cos (2kh) ,

b = 2 [10Aωm − 2 (B + Cωm) + 10Dϖm] sin (kh) + 2 [Aωm + (B + Cωm) +Dϖm] sin (2kh) .

(4.20)
Because of |ξ| = 1, the linearized scheme is unconditionally stable.
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5. Results and discussion
In this section, numerical solutions of the Kudryashov-Sinelshchikov equation are
considered for three problems which are including the motion of single solitary
wave, interaction of two solitary waves, evolution of solitary waves with Gaussian
and undular bore initial conditions.

To calculate the difference between analytical and numerical solutions and to
show accuracy of the applied numerical scheme, the error norm L2

L2 =
∥∥uexact − uN

∥∥
2
≃

√√√√h

N∑
j=1

∣∣∣uexact
j − (uN )j

∣∣∣2, (5.1)

and the error norm L∞

L∞ =
∥∥uexact − uN

∥∥
∞ ≃ max

j

∣∣∣uexact
j − (uN )j

∣∣∣ , j = 1, 2, ..., N , (5.2)

are used. The Kudryashov-Sinelshchikov equation (1.1) possesses two conserved
quantities as follows:

C1 =
∫ b

a
udx ≃ h

∑N
j=1 u

n
j ,

C2 =
∫ b

a

[
1

(γ+σ)

(
(γu+ β)

σγ+1 − βσγ+1γ−σγ
)]

dx ≃ h
∑N

j=1

[
1

(γ+σ)

((
γun

j + β
)σγ+1 − βσγ+1γ−σγ

)]
.

(5.3)
The conserved quantities C1 and C2 are calculated to check the conservation of
some quantities during the wave motion.

5.1. The motion of single solitary wave
The single solitary wave solution of the Kudryashov-Sinelshchikov equation (1.1) is
given by

u(x, t) = Asech2 [B (x− ct)] , (5.4)

where A = 3βκ2µ2

α−γκ2µ2 , B = κµ
2 and c = βκ2µ2. Note that, α, β, γ, σ = −3γ, κ and

µ are arbitrary constants. During the calculation, we get the initial condition as

u(x, 0) = Asech2 [Bx] . (5.5)

with the boundary conditions u → 0 as x → ±∞.
To show the motion of the single solitary wave solution numerically over the

interval x ∈ [−60, 40], the parameters are chosen as α = 1.5, β = 1.7, γ = 0.8,
σ = −2.4, c = 0.425, κ = 1, µ = 0.5 for h = ∆t = 0.1 and h = ∆t = 0.025,
respectively. The solitary wave has amplitude = 0.98 for these parameters. The
error norms and conserved quantities are calculated up to time t = 20 for different
values of h and ∆t. The obtained results are tabulated in Table 2. It can be seen
from the Table 2 that L2 and L∞ error norms are found to be satisfactorily small
and the conserved quantities are pretty much unchanged as the time progresses.
The percentage of relative changes of C1 and C2 are found to be 5.920× 10−5 and
6.488× 10−6 for h = ∆t = 0.1; 4.689× 10−5 and 4.720× 10−6 for h = ∆t = 0.025,
respectively. It is observed from the Table 2 that numerical results are better and
more accurate for small values of h and ∆t. If we observe Figure 4(a), we find
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bell shaped solitary wave solutions produced. Also, contour line for motion of the
single solitary wave can be seen in Figure 4(b). As it can be clearly seen from the
figures, the solitary wave moves to the right at a constant speed. As expected, its
amplitude and shape are preserved as time passes. On the other hand, error graphs
are plotted for different values of h and ∆t in Figure 5.

Table 2. Conserved quantities and error norms for motion of the single solitary wave
t C1 C2 L2 − Error L∞ − Error

0.0 7.8461558037 -12.3622499053 0.000000000000 0.000000000000
2.5 7.8461557523 -12.3622499493 1.367597×10−5 5.729885×10−6

5.0 7.8461557779 -12.3622499622 2.196199×10−5 1.012597×10−5

7.5 7.8461553075 -12.3622500428 3.096934×10−5 1.417086×10−5

h = ∆t = 0.1 10.0 7.8461554338 -12.3622500188 4.000045×10−5 1.803005×10−5

12.5 7.8461531619 -12.3622503907 4.983849×10−5 2.192837×10−5

15.0 7.8461573181 -12.3622496956 5.860834×10−5 2.505833×10−5

17.5 7.8461518803 -12.3622505934 6.581260×10−5 2.693506×10−5

20.0 7.8461511588 -12.3622507074 7.413800×10−5 2.959083×10−5

t C1 C2 L2 − Error L∞ − Error

0.0 7.8461455100 -12.3522259633 0.000000000000 0.000000000000
2.5 7.8461454628 -12.3522259731 2.413295×10−6 1.076032×10−6

5.0 7.8461455773 -12.3522259455 3.485312×10−6 1.460035×10−6

7.5 7.8461453565 -12.3522259743 4.272701×10−6 1.857019×10−6

h = ∆t = 0.025 10.0 7.8461452507 -12.3522259868 5.791756×10−6 2.159832×10−6

12.5 7.8461444368 -12.3522261185 8.413219×10−6 3.713176×10−6

15.0 7.8461449845 -12.3522260257 1.231469×10−5 5.834287×10−6

17.5 7.8461430957 -12.3522263379 1.707483×10−5 8.178540×10−6

20.0 7.8461418312 -12.3522265463 2.265791×10−5 1.063514×10−5

(a) Motion of single solitary wave (b) Contour for motion of single solitary wave

Figure 4. Motion of single solitary wave and its contour

5.2. Interaction of two solitary waves
Secondly, the interaction of two solitary waves advancing in the same direction
is considered by using the initial condition given by the linear sum of two well
separated solitary waves having different amplitudes

u(x, 0) =

2∑
i=1

Aisech2 [Bi (x− xi)] , (5.6)
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(a) h = ∆t = 0.1 (b) h = ∆t = 0.025

Figure 5. Error norms for motion of the single solitary wave

where Ai =
3βκ2µ2

i

α−γκ2µ2
i
, Bi =

κµi

2 and ci = βκ2µ2
i for i = 1, 2. Also, xi is arbitrary

constant.
To show simulation over the interval x ∈ [−100, 100], the parameters are taken

to be α = 1.5, β = 1.7, γ = 0.8, σ = −2.4, κ = 1, µ1 = 0.7, µ2 = 0.5, c1 = 0.833,
c2 = 0.425, x1 = −35, x2 = 10 for h = ∆t = 0.1 and h = 0.025, ∆t = 0.01,
respectively. During the interaction of two solitary waves, the values of the two
conserved quantities C1 and C2 can be seen in Table 3 for different values of h
and ∆t. It is seen that the obtained values of the conserved quantities remain more
constant sensibly for small values of h and ∆t. While interacting, the travelling wave
profiles can be seen in Figure 6(a). Contour line for interaction of two solitary waves
is depicted in Figure 6(b). It is clear from the figures that, the large solitary wave
is located to the left of the small solitary wave at the beginning of the calculation.
With increasing time, the large solitary wave catches up the small wave until t =
30, then the small solitary wave is absorbed. The overlap process continues until
t = 60, then the large solitary wave has overtaken the small solitary wave and the
separation process begins. At time t = 70, the interaction is completed and the
large solitary wave has separated completely. At the end of this process, solitary
waves preserve their original amplitudes and shapes.

Table 3. Conserved quantities for the interaction of two solitary waves

h = 0.1 ∆t = 0.1 h = 0.025 ∆t = 0.01

t C1 C2 C1 C2

0 20.7343903136 -24.4006865491 0.0003587567 -6.6868057075
10 20.7344125274 -24.4005864401 0.0001414754 -6.6868417960
20 20.7344271657 -24.3998924146 0.0000488112 -6.6868571878
30 20.7344310727 -24.3957076573 0.0000875714 -6.6868507448
40 20.7343425231 -24.3832055971 0.0002023407 -6.6868317004
50 20.7344385138 -24.3896941137 0.0001342899 -6.6868429859
60 20.7343773107 -24.3989882874 0.0000622223 -6.6868549558
70 20.7344018243 -24.4006154476 0.0000759852 -6.6868526692
80 20.7343755930 -24.4007677831 0.0000338496 -6.6868596667
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(a) Interaction of two solitary waves (b) Contour for interaction of two solitary waves

Figure 6. Interaction of two solitary waves and its contour

5.3. Evolution of solitary waves
As a last test problem, Gaussian and undular bore initial conditions are studied to
show birth of solitary waves.

5.3.1. Gaussian initial condition

Evolution of a train of solitary waves is studied on Kudryashov-Sinelshchikov equa-
tion using the Gaussian initial condition

u(x, 0) = exp
(
−x2

)
, (5.7)

and boundary condition

u(−200, t) = u(100, t) = 0, t > 0. (5.8)

Parameters are taken as α = 1.5, β = 1.7, γ = 0.8, σ = −2.4, c = 0.425, κ = 1,
µ = 0.5 for h = ∆t = 0.1 and h = 0.08, ∆t = 0.05 respectively. The numerical
calculations are done until time t = 60. The values of the two conserved quantities of
motion according to space and time steps are presented in Table 4. Here, especially
the conserved quantity C2 is preserved better for small values of h and ∆t. Also,
Figure 7(a) illustrates the development of the Gaussian initial condition into solitary
waves. As it is seen from the Figure 7(a), a solitary wave plus and oscillating tail are
drawn. As seen from the figures, two solitary waves moving is observed. Contour
line for evolution of solitary waves with Gaussian initial condition is depicted in
Figure 7(b).

5.3.2. Undular bore initial condition

Production of a train of solitary waves is studied on Kudryashov-Sinelshchikov
equation using the undular bore initial condition

u(x, 0) =
1

2
u0

[
1− tanh

(
|x| − x0

d

)]
, (5.9)

and boundary condition

u(−200, t) = u(100, t) = 0, t > 0. (5.10)
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Table 4. Conserved quantities for evolution of solitary waves with Gaussian initial condition

h = 0.1 ∆t = 0.1 h = 0.08 ∆t = 0.05

t C1 C2 C1 C2

0 17.7245287586 -51.2261857478 17.7245503786 -51.2235091657
10 17.7245287586 -51.2301483544 17.7245503786 -51.2274731214
20 17.7245287590 -51.2373589096 17.7245503794 -51.2346847042
30 17.7245287628 -51.2402881706 17.7245503686 -51.2376138049
40 17.7245286775 -51.2411146178 17.7245502309 -51.2384401312
50 17.7245288162 -51.2413679672 17.7245503395 -51.2386934360
60 17.7245330256 -51.2414655930 17.7245544406 -51.2387910582

(a) Generated waves (b) Contour for generated waves

Figure 7. Generated waves and its contour for Gaussian initial condition

The undular bore refers the elevation of the water above the equilibrium surface at
time t = 0. The changing in amplitude is centered on x = x0 and the steepness
of the change is measured by d. The values of d is inversely proportional to the
steepness. The parameters are choosen as u0 = 1, x0 = 25 and d = 5 in Eq. (5.9).

Choosing the parameters α = 1.5, β = 1.7, γ = 0.8, σ = −2.4, c = 0.425, κ = 1,
µ = 0.5 for h = ∆t = 0.1 and h = ∆t = 0.025, the computational work is done up
to t = 60. Variation of the conserved quantities C1 and C2 position is recorded in
Table 5. Especially, the conserved quantity C1 is preserved better for small values
of h and ∆t. Undulation bore keeps steady-state during running the which can be
observed at specified times in Figure 8(a) and contour line for evolution of solitary
waves with undular bore initial condition is shown in Figure 8(b). As it is seen from
these figures, the initial perturbation evolves into a good developed train of solitary
waves. As the time progresses, five solitary waves moving is observed.

6. Conclusion
Polynomial and rational wave solutions of Kudryashov-Sinelshchikov equation and
numerical simulations for its dynamic motions have been studied. Conservation
quantities of the dynamic motion have been calculated using multiplier approach.
A collection of exact solitary and soliton solutions of Kudryashov-Sinelshchikov
equation has been derived. Collocation finite element method based on quintic B-
spline functions has been applied to the equation. The numerical scheme has been
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Table 5. Conserved quantities for evolution of solitary waves with undular bore initial condition

h = 0.1 ∆t = 0.1 h = 0.25 ∆t = 0.25

t C1 C2 C1 C2

0 50.0001143360 -47.5406405155 50.0002271836 -47.5606776333
10 50.0001143358 -47.5472542687 50.0002271800 -47.5672722389
20 50.0001136922 -47.5669315179 50.0002273206 -47.5868910697
30 50.0001005086 -47.5859019717 50.0002283411 -47.6058195294
40 50.0001424769 -47.5972898726 50.0002113808 -47.6172077980
50 50.0001847283 -47.6029921696 50.0001054225 -47.6229362420
60 49.9999339684 -47.6057580275 50.0000515661 -47.6256782478

(a) Generated waves (b) Contour for generated waves

Figure 8. Generated waves and its contour for undular bore initial condition

shown to be unconditionally stable. To demonstrate the accuracy of the proposed
method, we have considered three test problems including the motion of single
solitary wave, interaction of two solitary waves and evolution of waves with Gaussian
and undular bore initial conditions. Then, analytical and numerical results have
been compared by aid of error norms. The obtained analytical and numerical results
are in good agreement. The results of this paper come with a lot of encouragement
for further future investigations.
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