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ROBUST FIXED-TIME CONSENSUS
PROTOCOLS FOR MULTI-AGENT SYSTEMS
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Abstract This paper solves the robust fixed-time consensus problem for
multi-agent systems with nonlinear state measurements. Sufficient conditions
are established for the proposed protocol to reach fixed-time consensus under
time-varying undirected and fixed directed topology with the aid of Lyapunov
functions. It is proved that the finite settling time of the presented protocol for
robust consensus is uniformly bounded for any initial condition, which makes
it possible for people to design and estimate the convergence time off-line. Nu-
merical simulations are preformed to show the effectiveness of our proposed
protocol.
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1. Introduction

Consensus, which means that a group of autonomous agents reaches agreement upon
a common assessment or certain quantity of interest, has been intensively studied
in physics [11, 23, 24], biology [1, 20, 26], computer science [22], sociology [2, 4, 17]
and control engineering [10, 25]. To achieve consensus, every individual evolves
by a distributed neighbor-based feedback law to compare its current state with
the information coming from its neighbors. Hence, the main challenge in solving
the consensus problem lies in how to design the interaction rule, also called the
consensus protocol or algorithm.

In the study of consensus, an important indicator for a proposed protocol is
the convergence rate. Olfati-Saber and Murray [19] proposed a linear protocol and
showed that the second smallest eigenvalue of the Laplacian matrix of interaction
graph, also called the algebraic connectivity, qualifies the consensus speed. This
finding motivated some researchers to seek proper interaction topology with larger
algebraic connectivity [15, 18]. Although these results improved convergence rate,
consensus can only be achieved asymptotically, which means that all agents reach
agreement as time tends to infinity. In practice, finite-time convergence is more
preferable because it can better meet complex practical cases and has stronger ro-
bustness against uncertainties [3]. Based on non-smooth stability analysis, people
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have introduced various protocols to make multi-agent systems reach consensus
within finite time. Cortés [7] proposed the normalized and signed gradient dynam-
ical systems associated with a differentiable function to solve finite-time consen-
sus. Li etc [16] constructed the finite-time consensus algorithm for leaderless and
leader-follower multi-agent systems with external disturbances with the help of a
power integrator method. Hua etc [12] investigated the finite-time consensus of
second-order multi-agent systems with unknown velocities and disturbances. In our
previous work [5], we provided a new class of protocols with the aid of the signum
function and sufficient conditions are established for systems to admit finite-time
consensus under time-varying undirected and fixed directed topology.

Unfortunately, in the above results, the settling time depends on the initial
states of agents and grows unboundedly along with the deviation of initial condi-
tions from the equilibrium, which prohibits their practical applications when the
knowledge of initial conditions is unavailable in advance. Fixed-time stability as
an extension of finite-time stability was first proposed by Polyakov etc [21] and it
guarantees that the settling time is upper bounded by a constant independent of
initial values. Fixed-time consensus has been solved by constructing a new class of
global continuous protocols for multi-agent systems with undirected topology [27]
and directed topology [28]. In addition, Defoort etc [9] tackled the robust fixed-
time consensus problem for multi-agent systems with unknown inherent nonlinear
dynamics and external disturbances. Zuo etc [29] addressed the fixed-time leader-
follower consensus problem for high-order integrator multi-agent systems subject to
matched external disturbances.

On the other hand, in some cases, information variables of agents in a multi-
agent team may be unobservable and nonlinear sensors are then used for measure-
ments [14]. However, there have been few results on fixed-time consensus problem
with nonlinear state feedback.

In this paper, we attempt to solve the robust fixed-time consensus problem for
N agents with nonlinear state measurements. Consider the following dynamics

ẋi(t)=α

N∑
j=1

aij(h(xj)−h(xi))
m
n +β

N∑
j=1

aij(h(xj)−h(xi))
p
q+γ

N∑
j=1

aijsign(h(xj)−h(xi))

(1.1)
for i, j ∈ IN = {1, 2, ..., N}, where xi(t) ∈ R denotes the state (opinion, voltage,
or incremental cost) of agent i at time t, aij ≥ 0 measures the mutual influence of
agent j on agent i. The coefficients α, β, γ > 0 are overall strength, and m, n,
p, q are all positive odd integers such that m > n, p < q. The nonlinear function
h ∈ C1 is strictly increasing. The main contribution of this paper is to investigate
the robust fixed-time consensus of multiple agents governed by the dynamics (1.1)
under time-varying undirected and fixed directed topology. For this to happen, it
is necessary to give the definition of fixed-time consensus mathematically at first.

Definition 1.1. Fixed-time consensus in (1.1) is said to be reached if for any initial
condition and i, j ∈ IN , there exists a unified settling time T ∈ [0,+∞) such that lim

t→T
|xi(t)− xj(t)| = 0,

xi(t) = xj(t), t ≥ T.

The rest of this paper is organized as follows. Some useful definitions and
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lemmas are recalled in Section 2. Section 3 presents the main results of this paper.
Numerical simulations are carried out in Section 4. Conclusions and future research
directions end the paper in Section 5.

2. Preliminaries

2.1. Graph theory

A (weighted) directed graph G(A) = (V, ε,A) consists of a node set V (G) =
{v1, v2, ..., vN}, an edge set ε ⊆ V ×V and an adjacency matrix A = [aij ] ∈ RN×N .
An edge (vi, vj) ∈ ε means that agent j can receive information from agent i or
vi and vj are adjacent. The adjacency matrix A is defined by aii = 0, aij > 0 if
(vj , vi) ∈ ε and aij = 0 (i 6= j) otherwise. A digraph is undirected if and only if A
is symmetric. A path on G from vi to vj is a sequence of distinct vertices vi, ..., vj
if consecutive vertices are adjacent. A digraph is called strongly connected if there
is a directed path for any two nodes. An undirected graph is called connected if
there exists a path for any two distinct nodes. Furthermore, a directed graph G(A)
is said to satisfy the detail-balanced condition if there exist some scalars ωi > 0
such that ωiaij = ωjaji for all i, j ∈ IN [6].

Lemma 2.1 (Remark 4, [19]). Let LA = [lij ] ∈ RN×N denote the Laplacian matrix
of graph G(A) with elements

lij =


N∑

k=1,
k 6=i

aik, i = j,

−aij , i 6= j.

Then LA has the following properties:

(i) 0 is an eigenvalue of LA and 1N = [1, 1, ..., 1]T is the associated eigenvector;

(ii) If G(A) is undirected, then xTLAx = 1
2

N∑
i=1

N∑
j=1

aij(xj − xi)
2 for any x =

[x1, x2, ..., xN ]T, and LA is positive semi-definite, which implies that all eigen-
values of LA are nonnegative real numbers;

(iii) For an undirected G(A), the algebraic connectivity of G(A) is given by

λ2(LA) = min
x 6=0,

1T
N
x=0

xTLAx

xTx
,

where λ2(LA) also equals the second smallest eigenvalue of LA. In addition,
G(A) is connected if and only if λ2(LA) > 0.

2.2. Mathematical lemmas

Lemma 2.2. Suppose that ξ = [ξ1, ξ2, ..., ξN ]T ∈ RN and Q = [qij ] ∈ RN×N is
symmetric. If f : R→ R is an odd function, then we have

N∑
i=1

N∑
j=1

qijξif(xj − xi) = −1

2

N∑
i=1

N∑
j=1

qij(ξj − ξi)f(xj − xi).
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Proof. It follows from the symmetry that

N∑
i=1

N∑
j=1

qijξif(xj − xi) =

N∑
i=1

N∑
j=1

qjiξjf(xi − xj) = −
N∑
i=1

N∑
j=1

qijξjf(xj − xi),

which implies that

N∑
i=1

N∑
j=1

qijξif(xj − xi) =
1

2

 N∑
i=1

N∑
j=1

qijξif(xj − xi)−
N∑
i=1

N∑
j=1

qijξjf(xj − xi)


=− 1

2

N∑
i=1

N∑
j=1

qij(ξj − ξi)f(xj − xi).

Lemma 2.3 (Lemma 1, [28]). If ξ1, ξ2, ...,ξN ≥ 0, then

(i)

(
N∑
i=1

ξi

)p

≤
N∑
i=1

ξpi , if 0 < p ≤ 1;

(ii) N1−p
(

N∑
i=1

ξi

)p

≤
N∑
i=1

ξpi , if p > 1.

Lemma 2.4 (Lemma 2, [28]). Consider a scalar system

ẏ = −αym
n − βy

p
q , y(0) = y0, (2.1)

where m, n, p, q are all positive odd integers satisfying m > n, p < q and α, β > 0.
Then, the equilibrium of (2.1) is globally finite-time stable and the settling time is
bounded by

T =
1

α

n

m− n
+

1

β

q

q − p
.

Lemma 2.5. Let xi(t) be a solution to system (1.1) and xmax(t) = max
i∈IN

xi(t),

xmin(t) = min
i∈IN

xi(t) for t ≥ 0. Then xi(t) is bounded and satisfies

xmin(0) ≤ xi(t) ≤ xmax(0), i ∈ IN , t ≥ 0.

Proof. For a given time t, we have

ẋmax(t) =α

N∑
j=1

aij(h(xj)− h(xmax))
m
n + β

N∑
j=1

aij(h(xj)− h(xmax))
p
q

+ γ

N∑
j=1

aijsign(h(xj)− h(xmax)) ≤ 0.

Similarly, we can show that ẋmin(t) ≥ 0. Therefore,

xmin(0) ≤ xmin(t) ≤ xi(t) ≤ xmax(t) ≤ xmax(0), i ∈ IN , t ≥ 0.
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Definition 2.1. Assume that A ∈ CN×N is an Hermitian matrix, then for x 6= 0,

R(A;x) =
xHAx

xHx

is called the Rayleigh quotient of A.

All eigenvalues of A are real numbers and one can order them as

λ1 ≤ λ2 ≤ · · · ≤ λN .

Then we have

Lemma 2.6 (Theorem 4.2.2, [13]).

min
x6=0

R(A;x) = λ1, max
x 6=0

R(A;x) = λN .

Definition 2.2. Suppose that A,B ∈ CN×N are Hermitian matrices, then for
x 6= 0,

R(A,B;x) =
xHAx

xHBx

is called the generalized Rayleigh quotient of A and B.

It is easy to check that all roots of det(µB −A) are real numbers and one can
order them as

µ1 ≤ µ2 ≤ · · · ≤ µN .

With this, we have

Lemma 2.7. If the Hermitian matrix B is positive-definite, then

min
x 6=0

R(A,B;x) = µ1, max
x 6=0

R(A,B;x) = µN .

Proof. Denote y = B
1
2x. Noting thatB

1
2 (B−

1
2AB−

1
2 )B−

1
2 = AB−1, according

to Lemma 2.6, we have

max
x6=0

xHAx

xHBx
= max
x6=0

yHB−
1
2AB−

1
2y

yHy
= λN (AB−1) = µN .

The same reasoning applies to the other case.

3. Consensus analysis

In this section, we present the robust fixed-time consensus proofs for the multi-agent
system (1.1) under time-varying undirected and fixed directed topology.

3.1. Consensus under time-varying undirected topology

In many practical situations, the information exchange may not be available all the
time due to special physical devices, limited sensing range or existence of obstacles.
Therefore, it is reasonable to assume that the interaction topology is dynamically
changing. For this case, we have the following result.
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Theorem 3.1. Suppose that the time-varying topology G(A(t)) is always undirected
and connected, and there exists λ∗2 > 0 such that

λ∗2 = min

{
inf
t≥0

λ2(LB(t)), inf
t≥0

λ2(LC(t))

}
, (3.1)

where we define B(t) =

[
a

2n
m+n

ij (t)

]
, C(t) =

[
a

2q
p+q

ij (t)

]
∈ RN×N . Then fixed-time

consensus can be reached in system (1.1).

Proof. Since aij(t) = aji(t) for all t ≥ 0, i, j ∈ IN , and (·)m
n , (·)

p
q , sign(·) are

all odd functions with respect to (·), it follows from Lemma 2.2 that
N∑
i=1

ẋi(t) = 0,

which implies that the total momentum in the model

x̄(t) =
1

N

N∑
i=1

xi(t)

is conserved, that is, x̄(t) ≡ x̄(0). Let δ(t) = [δ1(t), δ2(t), ..., δN (t)]T be the group

disagreement vector with δi(t) = xi(t)− x̄, then δ̇i(t) = ẋi(t) and
N∑
i=1

δi(t) = 0.

Consider the following Lyapunov function candidate

V (δ) =
1

2

N∑
i=1

δ2
i (t).

Differentiating V along the protocol versus time yields

V̇ =

N∑
i=1

δiδ̇i

=α

N∑
i=1

N∑
j=1

aijδi(h(xj)− h(xi))
m
n + β

N∑
i=1

N∑
j=1

aijδi(h(xj)− h(xi))
p
q

+ γ

N∑
i=1

N∑
j=1

aijδisign(h(xj)− h(xi))

=−α
2

N∑
i=1

N∑
j=1

aij(δj−δi)(h(xj)−h(xi))
m
n − β

2

N∑
i=1

N∑
j=1

aij(δj−δi)(h(xj)−h(xi))
p
q

− γ

2

N∑
i=1

N∑
j=1

aij(δj − δi)sign(h(xj)− h(xi))

=−α
2

N∑
i=1

N∑
j=1

aij |δj−δi||h(xj)−h(xi)|
m
n − β

2

N∑
i=1

N∑
j=1

aij |δj − δi||h(xj)− h(xi)|
p
q

− γ

2

N∑
i=1

N∑
j=1

aij |δj − δi|
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where the last equality is derived from h(x) being strictly increasing. Since h ∈ C1,
according to the Lagrange mean value theorem and Lemma 2.5, there must exist c̄ =
max{ḣ(x), x ∈ [xmin(0), xmax(0)]} such that |δj − δi| = |xj − xi| ≥ 1

c̄ |h(xj)− h(xi)|.
Invoking Lemma 2.3, we have

V̇ ≤− α

2c̄

N∑
i=1

N∑
j=1

aij |h(xj)− h(xi)|
m+n

n − β

2c̄

N∑
i=1

N∑
j=1

aij |h(xj)− h(xi)|
p+q
q

=− α

2c̄

N∑
i=1

N∑
j=1

(
a

2n
m+n

ij (h(xj)−h(xi))
2

)m+n
2n

− β

2c̄

N∑
i=1

N∑
j=1

(
a

2q
p+q

ij (h(xj)−h(xi))
2

) p+q
2q

≤− α

2c̄
N

n−m
n

 N∑
i=1

N∑
j=1

a
2n

m+n

ij (h(xj)− h(xi))
2


m+n
2n

− β

2c̄

 N∑
i=1

N∑
j=1

a
2q

p+q

ij (h(xj)− h(xi))
2


p+q
2q

=− α

2c̄
N

n−m
n


N∑
i=1

N∑
j=1

a
2n

m+n

ij (h(xj)−h(xi))
2

N∑
i=1

N∑
j=1

a
2n

m+n

ij (δj−δi)2

·

N∑
i=1

N∑
j=1

a
2n

m+n

ij (δj − δi)2

V
· V


m+n
2n

− β

2c̄


N∑
i=1

N∑
j=1

a
2q

p+q

ij (h(xj)− h(xi))
2

N∑
i=1

N∑
j=1

a
2q

p+q

ij (δj − δi)2

·

N∑
i=1

N∑
j=1

a
2q

p+q

ij (δj − δi)2

V
· V


p+q
2q

. (3.2)

Let c = min{ḣ(x), x ∈ [xmin(0), xmax(0)]}, then |h(xj) − h(xi)| ≥ c|xj − xi|, which
leads to

N∑
i=1

N∑
j=1

a
2n

m+n

ij (h(xj)− h(xi))
2

N∑
i=1

N∑
j=1

a
2n

m+n

ij (δj − δi)2

≥

N∑
i=1

N∑
j=1

a
2n

m+n

ij c2(δj − δi)2

N∑
i=1

N∑
j=1

a
2n

m+n

ij (δj − δi)2

= c2 (3.3)

and
N∑
i=1

N∑
j=1

a
2q

p+q

ij (h(xj)− h(xi))
2

N∑
i=1

N∑
j=1

a
2q

p+q

ij (δj − δi)2

≥

N∑
i=1

N∑
j=1

a
2q

p+q

ij c2(δj − δi)2

N∑
i=1

N∑
j=1

a
2q

p+q

ij (δj − δi)2

= c2. (3.4)

Then by Lemma 2.1 and (3.1), we have

N∑
i=1

N∑
j=1

a
2n

m+n

ij (t)(δj − δi)2

V
=

2δTLB(t)δ
1
2δ

Tδ

∣∣∣∣∣ δ 6=0,

1T
N
δ=0

≥ 4λ2(LB(t)) ≥ 4λ∗2 (3.5)
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and

N∑
i=1

N∑
j=1

a
2q

p+q

ij (t)(δj − δi)2

V
=

2δTLC(t)δ
1
2δ

Tδ

∣∣∣∣∣ δ 6=0,

1T
N
δ=0

≥ 4λ2(LC(t)) ≥ 4λ∗2. (3.6)

Substituting (3.3), (3.4), (3.5) and (3.6) into (3.2), one has

V̇ ≤ − α
2c̄
N

n−m
n (4c2λ∗2)

m+n
2n V

m+n
2n − β

2c̄
(4c2λ∗2)

p+q
2q V

p+q
2q . (3.7)

Let y =
√

4c2λ∗2V , then (3.7) becomes

ẏ ≤ −c
2λ∗2
c̄

(
αN

n−m
n y

m
n + βy

p
q

)
.

By Lemma 2.4 and the comparison principle of differential equations, we can con-
clude that system (1.1) can achieve fixed-time consensus with the settling time
upper bounded by

T =
c̄

c2λ∗2

(
N

m−n
n

α

n

m− n
+

1

β

q

q − p

)
.

This completes the proof.
We have thus obtained a sufficient condition for system (1.1) to admit fixed-

time consensus when the topology is time-varying undirected. The following result
focuses on the fixed topology case where we provide a more flexible condition to
guarantee consensus.

3.2. Consensus under fixed directed topology

We are now in a position to discuss the robust fixed-time consensus under time-
invariant directed topology. The main result of this part is the following theorem.

Theorem 3.2. Suppose that the fixed topology G(A) is strongly connected, detail-
balanced and satisfies aij > 0 for i 6= j. Then fixed-time consensus can be reached
in system (1.1).

Proof. In this case, there exists a positive vector ω = [ω1, ω2, ..., ωN ]T satisfying
ωiaij = ωjaji for all i, j ∈ IN . Let D = diag(ω1, ω2, ..., ωN ), then G(DA) is

connected and undirected. It follows from Lemma 2.2 that
N∑
i=1

ωiẋi(t) = 0, which

implies the weighted center in the model

x̄(t) =

N∑
i=1

ωixi(t)

N∑
i=1

ωi

remains time-invariant. Let δ(t) = [δ1(t), δ2(t), ..., δN (t)]T be the group disagree-

ment vector with δi(t) = xi(t)− x̄, then δ̇i(t) = ẋi(t) and
N∑
i=1

ωiδi = 0.
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Consider the following Lyapunov function candidate

V (δ) =
1

2

N∑
i=1

ωiδ
2
i (t).

Differentiating V along the protocol versus time yields

V̇ =

N∑
i=1

ωiδiδ̇i

=α

N∑
i=1

N∑
j=1

ωiaijδi(h(xj)− h(xi))
m
n + β

N∑
i=1

N∑
j=1

ωiaijδi(h(xj)− h(xi))
p
q

+ γ
N∑
i=1

N∑
j=1

ωiaijδisign(h(xj)− h(xi))

=−α
2

N∑
i=1

N∑
j=1

ωiaij(δj−δi)(h(xj)−h(xi))
m
n − β

2

N∑
i=1

N∑
j=1

ωiaij(δj−δi)(h(xj)

− h(xi))
p
q − γ

2

N∑
i=1

N∑
j=1

ωiaij(δj − δi)sign(h(xj)− h(xi))

=− α

2

N∑
i=1

N∑
j=1

ωiaij |δj − δi||h(xj)− h(xi)|
m
n − β

2

N∑
i=1

N∑
j=1

ωiaij |δj − δi||h(xj)

− h(xi)|
p
q − γ

2

N∑
i=1

N∑
j=1

ωiaij |δj − δi|.

Choose c̄ and c as the same meanings in the proof of Theorem 3.1, then

V̇≤− α

2c̄

N∑
i=1

N∑
j=1

ωiaij |h(xj)− h(xi)|
m+n

n − β

2c̄

N∑
i=1

N∑
j=1

ωiaij |h(xj)− h(xi)|
p+q
q

=− α

2c̄

N∑
i=1

N∑
j=1

(
(ωiaij)

2n
m+n (h(xj)− h(xi))

2
)m+n

2n

− β

2c̄

N∑
i=1

N∑
j=1

(
(ωiaij)

2q
p+q (h(xj)− h(xi))

2
) p+q

2q

≤− α

2c̄
N

n−m
n

 N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (h(xj)− h(xi))
2


m+n
2n

− β

2c̄

 N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (h(xj)− h(xi))
2


p+q
2q
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=− α

2c̄
N

n−m
n


N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (h(xj)−h(xi))
2

N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (δj−δi)2

·

N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (δj−δi)2

V
·V


m+n
2n

− β

2c̄


N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (h(xj)−h(xi))
2

N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (δj − δi)2

·

N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (δj−δi)2

V
· V


p+q
2q

,

where
N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (h(xj)− h(xi))
2

N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (δj − δi)2

≥ c2

and
N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (h(xj)− h(xi))
2

N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (δj − δi)2

≥ c2.

Set E =
[
(ωiaij)

2n
m+n

]
, F =

[
(ωiaij)

2q
p+q

]
∈ RN×N . By Lemma 2.7, we have

N∑
i=1

N∑
j=1

(ωiaij)
2n

m+n (δj − δi)2

V
=

2δTLEδ
1
2δ

TDδ

∣∣∣∣∣
δ 6=0,
δ⊥ω

≥ 4 min
δ 6=0

R(LE ,D; δ) = 4µ∗1 > 0

and

N∑
i=1

N∑
j=1

(ωiaij)
2q

p+q (δj − δi)2

V
=

2δTLF δ
1
2δ

TDδ

∣∣∣∣∣
δ 6=0,
δ⊥ω

≥ 4 min
δ 6=0

R(LF ,D; δ) = 4µ∗2 > 0,

where µ∗1, µ∗2 are smallest roots of det(µD − LE) = 0 and det(µD − LF ) = 0,
respectively. Summarizing what we have obtained leads to

V̇ ≤ − α
2c̄
N

n−m
n (4c2µ∗)

m+n
2n V

m+n
2n − β

2c̄
(4c2µ∗)

p+q
2q V

p+q
2q , (3.8)

where µ∗ = min{µ∗1, µ∗2}. Let y =
√

4c2µ∗V , then (3.8) becomes

ẏ ≤ −c
2µ∗

c̄

(
αN

n−m
n y

m
n + βy

p
q

)
.

By Lemma 2.4 and the comparison principle of differential equations, we can con-
clude that system (1.1) can achieve fixed-time consensus with the settling time
upper bounded by

T =
c̄

c2µ∗

(
N

m−n
n

α

n

m− n
+

1

β

q

q − p

)
.
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This completes the proof.

Remark 3.1. In fact, an undirected topology is always detail-balanced with the
corresponding coefficients ωi = 1 for all i ∈ IN . That is to say, Theorem 3.2 is more
general than Theorem 3.1 when the topology is time-invariant.

4. Numerical simulations

In what follows, some illustrative examples are performed to show the effectiveness
of our proposed consensus protocol. For demonstration purpose, we take N = 6,
α = β = 1, γ = 0.01 and initial states are randomly chosen from (−1, 1). Four

different functions h(x) = x, h(x) = x+ x
1+x2 , h(x) = 2x+xe−x

2

and h(x) = x
1−2e−x

are selected to use for state measurements.
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(b) h(x) = x + x
1+x2

0 0.05 0.1 0.15 0.2 0.25 0.3

Time

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

S
ta

te

(c) h(x) = 2x + xe−x2
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(d) h(x) = x

1−2e−x

Figure 1. Consensus of (1.1) with different state measurements under time-varying undirected topology.

To illustrate the result of Theorem 3.1, we choose parameters m = 5, n = 3,
p = 1, q = 3 and take the Cucker-Smale potential function [8]

aij(t) = I(|xj(t)− xi(t)|)

with I(r) = 1
1+r2 whose symmetry makes the network topology undirected all the

time. Consensus behaviors under four protocol functions are shown in Figure 1.
We can see that all the protocols enable the states of six agents to reach agreement
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within finite time. Meanwhile, we compute the convergence time out numerically
and results are 0.1967 for h(x) = x, 0.1406 for h(x) = x+ x

1+x2 , 0.1269 for h(x) =

2x+ xe−x
2

and 0.1087 for h(x) = x
1−2e−x .

Next, we consider the result of Theorem 3.2. Assume that system (1.1) has a
fixed directed topology modeled by the detail-balanced adjacency matrix
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0.1 0 0.1 0.2 0.5 0.25

0.4 0.6 0 0.5 1 0.15

0.8 1.2 0.5 0 0.6 0.7

0.1 0.3 0.1 0.06 0 0.1

0.2 1.5 0.15 0.7 1 0


with balanced coefficients ω1 = 1, ω2 = 3, ω3 = ω4 = ω6 = 0.5, ω5 = 5 and then
choose parameters m = 7, n = 3, p = 1, q = 5. Initial values are also chosen from
(−1, 1) but different from those in Figure 1. It can be seen from Figure 2 that all
the protocols can achieve consensus within finite time. Specifically, the convergence
time for h(x) = x is 0.4961, for h(x) = x+ x

1+x2 is 0.3277, for h(x) = 2x+ xe−x
2

is
0.3114 and for h(x) = x

1−2e−x is 0.2265.
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(c) h(x) = 2x + xe−x2
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Figure 2. Consensus of (1.1) with different state measurements under fixed directed topology.
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5. Conclusions

In this paper, a general form of protocols for multi-agent systems with nonlinear
state measurements is proposed to solve the robust fixed-time consensus problem.
Sufficient conditions are established to guarantee fixed-time consensus under time-
varying undirected and fixed directed topology. It is shown that the convergence
time is upper bounded by a constant determined by intrinsic parameters and the
function used for state measurements but is independent of initial conditions. Thus,
the settling time can be assigned in advance via appropriately choosing design
parameters for arbitrary initial values. Finally, we have numerically illustrated
that our proposed protocol is with high efficiency and good consensus performance
for multi-agent systems. However, the detail-balanced condition is too strict to
satisfy for a network topology. Consensus of multi-agent systems under less rigorous
topology is currently under investigations.
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[24] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen and O. Shochet, Novel type of
phase transition in a system of self-driven particles, Phys. Rev. Lett., 1995,
75(6), 1226–1229.

[25] W. Yu, W. Ren, W. X. Zheng, G. Chen and J. Lü, Distributed control gains
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