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1. Introduction

Recently, in 2018 and 2019, three dynamical models are considered by three papers (Rufai and Bharuthram \cite{13}, Hatami and Tribeche \cite{5}, Sultana and Schlickeiser \cite{14}), respectively. The authors applied so called Sagdeev potentials to investigate solitary wave solutions given by these models. However they did not study the dynamical systems corresponding to the Sagdeev potentials, and did not know the existence of singular straight lines in the differential systems describing the traveling waves. In addition, they did not understand the theory of singular traveling wave system developed by Li and Chen \cite{7} and Li \cite{8}. Therefore, these three papers can not discuss existence of the pseudo-peakons, periodic peakons, compactons as well as kink and anti-kink wave solutions. Similar cases appeared in Ghebache and Tribeche \cite{2,3} and Das \cite{1}. The three papers \cite{10–12} have obtained some new complete results by using the method of dynamical system. It is necessary to
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study the dynamical behaviors of the traveling wave solutions of the following three models.

1. Hatami and Tribeche [5] stated that “One of the most important longitudinal electrostatic waves in plasma is the ion-acoustic wave that can be observed commonly in space and laboratory plasmas. According to theoretical as well as experimental results, this wave plays an important role in the turbulence heating, the laser plasma interaction, the particle acceleration, etc.” Considering a homogeneous, collisionless, unmagnetized plasma consisting of ion with finite temperature and two species of $q$-nonextensive electrons (cool and hot), the normalized basic equations, based on the fluid description, for one dimensional propagation of nonlinear ion-acoustic solitary waves in such a plasma are given as follows:

\[
\begin{align*}
\frac{\partial N_i}{\partial \tau} + \frac{\partial (N_i u_i)}{\partial X} &= 0, \\
\frac{\partial u_i}{\partial \tau} + u_i \frac{\partial u_i}{\partial X} + \sigma \frac{\partial P_i}{\partial X} &= -\frac{\partial \phi}{\partial X}, \\
\frac{\partial P_i}{\partial \tau} + u_i \frac{\partial P_i}{\partial X} + 3 P_i \frac{\partial u_i}{\partial X} &= 0, \\
\frac{\partial^2 \phi}{\partial X^2} &= \delta N_c + (1 - \delta)N_h - N_i,
\end{align*}
\]

(1.1)

where $N_{j=i,c,h} = \frac{n_j}{n_{j0}}$, $u_i = \frac{v_i}{C_s}$, $C_s = \sqrt{\frac{T_c}{m_i}}$, $\sigma = \frac{e^2}{TC_s}$, $\delta = \frac{N_{c0}}{N_{i0}}$, $\tau = \frac{\omega_p}{\omega_{pi}}$, $\omega_p$, $\omega_{pi}$ = $\sqrt{\frac{4 \pi e^2 n_i}{m_i}}$, $X = \frac{x}{\lambda_D}$, $\lambda_D = \sqrt{\frac{T_c}{4 \pi e n_{i0}}}$ and $\beta = \frac{T_h}{T_c}$. The normalized densities of the $q$-distributed electrons are given by

\[
N_c = [1 + (q_c - 1)\phi]^{\frac{(q_c+1)}{2(q_c-1)}}, \quad N_h = [1 + \beta(q_h - 1)\phi]^{\frac{(q_h+1)}{2(q_h-1)}}.
\]

(1.2)

In order to derive the Sagdeev’s pseudo potential from system (1.1), we assume that all the variables depend on a single independent variable $\xi = X - V \tau$, where $V$ is the velocity of the moving frame. Further, the following appropriate boundary conditions $\phi \to 0$, $u_i \to u_{i0}$, $N_i \to 1$, $P_i \to 1$ at $|\xi| \to \infty$ are defined. Thus, system (1.1) can be reduced. Especially, the forth equation of system (1.1) becomes

\[
\frac{d^2 \phi}{d\xi^2} = \delta N_c + (1 - \delta)N_h - N_i,
\]

(1.3)

where

\[
N_i = \frac{1}{2\sqrt{3}\sigma} \left\{ \sqrt{(M + \sqrt{3}\sigma)^2 - 2\phi} - \sqrt{(M - \sqrt{3}\sigma)^2 - 2\phi} \right\}, \quad M = V - u_{i0}
\]

is the Mach number.

Then, Hatami and Tribeche [5] obtained the following two-order differential equation:

\[
\begin{align*}
\frac{d^2 \phi}{d\xi^2} &= \delta [1 + (q_c - 1)\phi]^{\frac{(q_c+1)}{2(q_c-1)}} + (1 - \delta)[1 + \beta(q_h - 1)\phi]^{\frac{(q_h+1)}{2(q_h-1)}} \\
&\quad - \frac{1}{2\sqrt{3}\sigma} \left\{ \sqrt{(M + \sqrt{3}\sigma)^2 - 2\phi} - \sqrt{(M - \sqrt{3}\sigma)^2 - 2\phi} \right\}.
\end{align*}
\]

(1.4)
It is equivalent to the planar dynamical system

\[
\frac{d\phi}{dx} = y,
\]

\[
\frac{dy}{dx} = \delta(1 + (q_c - 1)\phi^{\frac{2(q_c+1)}{(q_c-1)}} + (1 - \delta)(1 + \beta(q_h - 1)\phi^{\frac{2(q_h+1)}{2(q_h-1)}}) - \frac{1}{2\sqrt{\sigma}} \left\{ \sqrt{(M + \sqrt{3\sigma})^2 - 2\phi} - \sqrt{(M - \sqrt{3\sigma})^2 - 2\phi} \right\} = Q_1(\phi),
\]

(1.5)

which has the first integral or Hamiltonian:

\[
H_1(\phi, y) = \frac{1}{2}y^2 + S_1(\phi) = h,
\]

(1.6)

where

\[
S_1(\phi) = \frac{2\delta}{3q_c-1} \left\{ 1 - [1 + (q_c - 1)\phi^{\frac{3(q_c-1)}{(q_c-1)}} \right\} + \frac{2(1-\delta)}{\rho(q_h-1)} \left\{ 1 - [1 + \beta(q_h - 1)\phi^{\frac{3(q_h-1)}{2(q_h-1)}}] \right\} - \frac{1}{6\sqrt{\sigma}} \left\{ (M + \sqrt{3\sigma})^2 - 2\phi \right\}^\frac{3}{2} - (M + \sqrt{3\sigma})^3 - \left\{ (M - \sqrt{3\sigma})^2 - 2\phi \right\}^\frac{3}{2} + (M - \sqrt{3\sigma})^3 \right\},
\]

(1.7)

is called Sagdeev’s pseudo potential. We notice that [5] did not study the dynamics of system (1.5). By using the numerical method, the authors only considered the Sagdeev potential (see Sagdeev [15]).

2. Sultana and Schlickeiser [14] considered fully nonlinear heavy ion-acoustic solitary waves in astrophysical degenerate relativistic quantum plasmas. The heavy ion-acoustic wave, in which the inertia (the restoring force) is provided by the mass density of the heavy ion species (the degenerate pressures of the electron and light ion species), is described by the following one dimensional normalized equations:

\[
\frac{\partial n_h}{\partial t} + \frac{\partial (n_h u_h)}{\partial x} = 0,
\]

(1.8)

\[
\frac{\partial u_h}{\partial t} + u_h \frac{\partial u_h}{\partial x} = - \frac{\partial \phi}{\partial x},
\]

\[
K_1 \frac{\partial n_e \gamma_i}{\partial x} + n_i \frac{\partial \phi}{\partial x} = 0,
\]

\[
K_2 \frac{\partial n_e \gamma_e}{\partial x} - n_e \frac{\partial \phi}{\partial x} = 0,
\]

\[
\frac{\partial^2 \phi}{\partial x^2} = (1 + \alpha)n_e - \alpha n_i - n_h,
\]

where the number density \( n_h \) is normalized by its equilibrium value \( n_{e0} \), heavy ion fluid velocity \( u_h \) is normalized by the heavy ion sound speed \( c_0 = (z_h m_e c^2 / m_h)^{1/2} \), the electrostatic potential \( \phi \) is normalized by \( m_e c^2 / e \). The space \( x \) and time \( t \) are normalized by the Debye length \( \lambda_0 = (m_e c^2 / 4\pi e^2 z_h n_{h0})^{\frac{1}{2}} \) and the plasma period \( \omega_{ph}^{-1} = (4\phi z_h^2 e^2 n_{h0} / m_h)^{-\frac{1}{2}} \) of the heavy ion species, respectively. Other parameters are defined as \( \alpha = z_i n_{i0} / z_h n_{h0}, K_1 = K_i n_{i0}^{-1} / z_i m_e c^2 \) and \( K_2 = K_e n_{e0}^{-1} / m_e c^2 \).

By integrating the third and fourth equations over \( x \), we obtain the number densities (normalized) of the inertialless degenerate light ion \( n_i \) and electron \( n_e \):

\[
n_i = \left( 1 - \frac{\gamma_i - 1}{\gamma_i K_1} \phi \right)^{\frac{1}{\gamma_i - 1}}, \quad n_e = \left( 1 + \frac{\gamma_e - 1}{\gamma_e K_2} \phi \right)^{\frac{1}{\gamma_e - 1}},
\]

(1.9)
Clearly, corresponding to the Hamiltonian function where the (Sagdeev-type) pseudo-potential (see [15]) is given by

$$\Psi(\phi) = M^2 \left[ 1 - \left( 1 - \frac{2\phi}{\beta_2 K_2} \right)^{-\frac{2}{\beta_2}} \right] + \alpha K_1 \left[ 1 - \left( 1 + \frac{\gamma - 1}{\gamma K_i} \phi \right)^{-\frac{1}{\gamma - 1}} \right] + (1 + \alpha) K_2 \left[ 1 - \left( 1 + \frac{\gamma - 1}{\gamma K_i^2} \phi \right)^{-\frac{1}{\gamma - 1}} \right].$$  

Assume that $\phi$ depends on a single travelling variable $\xi = x - Mt$ (where $M$ is Mach number, normalized by the heavy ion sound speed $c_h$). By applying the steady state condition, and imposing the appropriate boundary conditions (namely, $n_h \to 1, u_h \to 0, \phi \to 0$, and $\frac{d\phi}{d\xi} \to 0$ at $\xi \to \pm\infty$), the plasma model equations (1.8) are reduced to the energy integral (see [14]):

$$\frac{1}{2} \left( \frac{d\phi}{d\xi} \right)^2 + \Psi(\phi) = 0,$$  

where the (Sagdeev-type) pseudo-potential (see [15]) is given by

$$\Psi(\phi) = M^2 \left[ 1 - \left( 1 - \frac{2\phi}{\beta_2 K_2} \right)^{-\frac{2}{\beta_2}} \right] + \alpha K_1 \left[ 1 - \left( 1 + \frac{\gamma - 1}{\gamma K_i} \phi \right)^{-\frac{1}{\gamma - 1}} \right] + (1 + \alpha) K_2 \left[ 1 - \left( 1 + \frac{\gamma - 1}{\gamma K_i^2} \phi \right)^{-\frac{1}{\gamma - 1}} \right].$$  

Clearly, corresponding to the Hamiltonian function $H_2(\phi, y) = \frac{1}{2} y^2 + \Psi(\phi) = h$, we have the dynamical system:

$$\frac{d\phi}{d\xi} = y, \frac{dy}{d\xi} = -\frac{1}{\sqrt{1 - \frac{2\phi}{\beta_2 K_2}}} \left( 1 - \frac{\phi}{\beta_1 K_1} \right)^{\beta_1 - 1} + (1 + \alpha) \left( 1 + \frac{\phi}{\beta_2 K_2} \right)^{\beta_2 - 1} \equiv Q_2(\phi),$$  

where $\beta_1 = \frac{\gamma - 1}{\gamma - 1}, \beta_2 = \frac{\gamma - 1}{\gamma - 1}$.

Sultana and Schlickeiser [14] did not derived system (1.13) and did not study its dynamics. By using the numerical method, the authors only considered the Sagdeev potential (1.11).

3. In [13], Rufai and Bharuthram considered a homogeneous, magnetized three-component, collisionless plasma consisting of electrons ($N_e, T_e$), protons ($N_p, T_p$) and a cold singly-charged oxygen-ion beam ($N_i, T_i = 0$) drifting along the magnetic field direction $B_0 = B_0 \hat{z}$ with speed $v_0$, where $N_j(T_j)$ is the density (temperature) of the $j$-th species. Satellite observations have recorded the existence of such a beam. Waves propagate in $(x, z)$-plane at an angle which changes from $\theta_0$ to $B_0$. Then, the normalized fluid governing equations are given by:

$$\frac{\partial n_e}{\partial t} + \frac{\partial(n_e v_x)}{\partial x} + \frac{\partial(n_e v_z)}{\partial z} = 0,$$

$$\frac{\partial v_x}{\partial t} + (v_x \frac{\partial}{\partial x} + v_z \frac{\partial}{\partial z}) v_x = -\frac{\partial \phi}{\partial x} + v_y,$$

$$\frac{\partial v_y}{\partial t} + (v_x \frac{\partial}{\partial x} + v_z \frac{\partial}{\partial z}) v_y = -v_z,$$

$$\frac{\partial v_z}{\partial t} + (v_x \frac{\partial}{\partial x} + v_z \frac{\partial}{\partial z}) v_z = -\frac{\partial \phi}{\partial z},$$  

where $\gamma_i(\gamma_e)$ represents the relativistic index of the light ion (electron) species, and $\gamma_i = \frac{2}{3}$ will be considered for the non-relativistically degenerate light ion species for our analysis purposes. Now, substituting (1.9) into the fifth equation, we obtain

$$\frac{\partial^2 \phi}{\partial x^2} = (1 + \alpha) \left( 1 + \frac{\gamma - 1}{\gamma K_1} \phi \right)^{\frac{1}{\gamma - 1}} - \alpha \left( 1 - \frac{\gamma - 1}{\gamma K_1} \phi \right)^{\frac{1}{\gamma - 1}} - n_h, \tag{1.10}$$

$$\begin{eqnarray*}
\frac{d\phi}{d\xi} = y, \frac{dy}{d\xi} = -\frac{1}{\sqrt{1 - \frac{2\phi}{\beta_2 K_2}}} \left( 1 - \frac{\phi}{\beta_1 K_1} \right)^{\beta_1 - 1} + (1 + \alpha) \left( 1 + \frac{\phi}{\beta_2 K_2} \right)^{\beta_2 - 1} \equiv Q_2(\phi),
\end{eqnarray*}$$

where $\beta_1 = \frac{1}{\gamma - 1}, \beta_2 = \frac{1}{\gamma - 1}$.
where $n_i$ is the oxygen ion density, $v_x, v_y$ and $v_z$ are the components of the oxygen ion velocity along $x, y,$ and $z$ directions respectively, $\psi$ is the waves electrostatic potential. We may use the Boltzmann distribution for the thermal electrons $n_e = \exp(\psi)$ and protons $n_p = (1 - p)\exp(-\alpha_p \psi)$. In the above equations, the charge neutrality condition at equilibrium is given by $N_{e0} = N_{i0} + N_{p0}$. The uses of normalization are following: densities are normalized by the electron density $N_{e0}$, velocities are normalized by the speed $C_s = \left( T_e/m_i \right)^{\frac{1}{2}}$ (where $m_i$ is the oxygen ion mass), distance is normalized by the ion Larmor radius $\rho_i = \frac{C}{B}$, time $t$ is normalized by the inverse of oxygen-ion gyro-frequency $\Omega = \frac{eB}{m_i e^2}$, and the temperature ratio $\alpha_p = \frac{T_p}{T_e}$. Then, we have $n_i(\psi) = \exp(\psi) - (1 - p)\exp(-\alpha_p \psi)$, $n'_i(\psi) = \exp(\psi) + (1 - p)\alpha_p \exp(-\alpha_p \psi)$. (1.15)

By a localized stationary frame $\xi = \frac{1}{\gamma} (\alpha x + \gamma z - Mt)$, where $M = \frac{v_y}{c}$ is the Mach number, under some appropriate boundary conditions for localized solutions, for example $v_z = v_0$, Rufai and Bharuthram [13] obtain the following “energy integral” of an oscillating particle of unit mass with pseudo-potential $S_3(\psi)$:

$$\frac{1}{2} \left( \frac{d\psi}{d\xi} \right)^2 + S_3(\psi) = 0,$$

where

$$S_3(\psi) = - \left[ \frac{A(\psi) + B(\psi)}{C(\psi)} \right],$$

$$A(\psi) = - \frac{M^2 H_0(\psi)}{2n_i^2(\psi)} - M^2 (1 - \gamma^2) \psi,$$

$$C(\psi) = \left( 1 - \frac{M^2 p^2 n_i'(\psi)}{n_i^2(\psi)} \right)^2,$$

$$B(\psi) = \frac{M^2 H_0(\psi)}{p} \left( 1 - \frac{p^2}{n_i(\psi)} - \gamma^2 H_0(\psi) \frac{2H_0(\psi)}{2M^2 p} \right),$$

$$M_d = M - \gamma v_0,$$

and

$$H_0(\psi) = \exp(\psi) - 1 + \frac{1 - p}{\alpha_p} (\exp(-\alpha_p \psi) - 1).$$

By examining the pseudo potential $S_3(\psi)$, [13] analyzed the conditions under which the energy integral (1.16) leads to a solitary wave solution. The author did not consider the following dynamical system:

$$\frac{d\psi}{d\xi} = y,$$

$$\frac{dy}{d\xi} = -S_3'(\psi) = Q_3(\psi) = \frac{n_i^2(\psi)[(A(\psi) + B(\psi))C(\psi) - C(\psi)(A'(\psi) + B'(\psi))]}{(n_i(\psi) - p^n M_d^2 n_i(\psi))^4}.$$

The system (1.21) has Hamiltonian function

$$\frac{1}{2} y^2 + S_3(\psi) = h.$$

We can write that

$$S_3(\psi) = \frac{M^2 n_i(\psi)}{(B(\psi))^2} \left[ -\frac{1}{2} M_d^2 (n_i(\psi) - p)^2 - (1 - \gamma^2) \psi(n_i(\psi))^2 + \frac{1}{p} (n_i(\psi))^2 H_0(\psi) + \frac{\gamma^2}{p M_d^2} (H_0(\psi))^2 (n_i(\psi))^2 - \gamma^2 H_0(\psi) n_i(\psi) \right],$$

(1.23)
where \( D(\psi) = n_3^2(\psi) - p^2 M_2^2 \psi' \).

In order to finish the studies about the traveling wave solutions of system (1.1), (1.8) and (1.14), in this paper, we use the method of dynamical system to discuss the dynamical behaviors of systems (1.5), (1.13) and (1.21). We notice that

(i) When \( 0 < q_c < 1, 0 < q_h < 1 \), system (1.5) is the first class singular nonlinear traveling wave system defined in [7] and [8], which has two singular straight lines \( \phi = \phi_{sc} = \frac{1}{1-q_c} \) and \( \phi = \phi_{sh} = \frac{1}{\gamma(1-q_h)} \).

(ii) When \( \gamma_i > 1 \) and \( \gamma_e > 1 \), system (1.13) is the first class singular nonlinear traveling wave system with the singular straight line \( \phi = \frac{1}{2} M^2 \).

(iii) When \( 0 < p < 1 \), if the function \( D(\psi) \) has a unique zero \( \psi = \psi_s \), then system (1.21) is the first class singular nonlinear traveling wave system with the singular straight line \( \psi = \psi_s \).

It is very interesting that singular traveling systems have peakon, pseudo-peakon, periodic peakon and compacton family. Periodic peakon is a classical solution with two time scales of a singular traveling system. Peakon is a limit solution of a family of periodic peakons, or a limit solution of a family of pseudo-peakons under two classes of limit senses (see Li, J., et al. [9]). Compacton family is a solution family for which all solutions \( \phi(\xi) \) have finite support set, i.e., the defined region of every \( \phi(\xi) \) with respect to \( \xi \) is finite and the value region of \( \phi \) is bounded. Corresponding to different types of phase orbits, the authors gave a classification for different wave profiles of \( \phi(\xi) \) in [6,7] and [8].

The theory of the singular traveling wave system developed by [7] and [8] is very useful. We will use this theory to analyze the wave profiles of the solution functions \( \phi(\xi) \) and \( \psi(\xi) \) of systems (1.5), (1.13) and (1.21). We know the following relationships between a wave profile of \( \phi(\xi) \) or \( \psi(\xi) \) and a phase orbit of these planar dynamical systems.

1. A smooth homoclinic orbit to a saddle point of a traveling wave system gives rise to a smooth solitary wave solution of a PDE.
2. A smooth heteroclinic loop connecting two saddle points of a traveling wave system gives rise to a kink wave solution or an anti-kink wave solution of a PDE.
3. For a homoclinic orbit, if it has a segment that completely lies in a left (or right) small strip neighborhood of a singular straight line, then this homoclinic orbit defines a pseudo-peakon solution of system.
4. If there exists a curve triangle connecting saddle points and surrounding the periodic annulus of a center of a traveling wave system, in the neighborhood of a singular straight line (for which a segment is an edge of the triangle), then as a limit curve of a family of periodic orbits, this curve triangle gives rise to a peakon solution of system.
5. For a family of periodic orbits, if each orbit of the family has a segment which completely lies in a left (or right) small strip neighborhood of a singular straight line, then these periodic orbits determine a family of periodic peakon solutions of system.
6. For a family of open orbits, when \( |y| \to \infty \), if these orbits tend to a singular straight line, then this open orbit family gives rise to a family of compactons.
7. For a family of periodic orbits, if each periodic orbit of the family transversely intersects a singular straight line, then this periodic orbit family gives rise to a family of compactons.

With respect to the existence of solitary wave solutions, we have the following
conclusion which is a theoretical and general result depending on the three parameter groups of three systems.

**Theorem 1.1.** (i) The origin $O(0,0)$ of system (1.5) is a saddle point if and only if

$$M > \sqrt{3\sigma + \frac{2}{\delta(1+q_c) + (1-\delta)b(1+q_h)}},$$

Under this condition, if there exists a homoclinoc orbit of system (1.5) to the origin $O(0,0)$, then it gives rise to a solitary wave solution or a pseudo-peakon solution of system (1.1).

(ii) The origin $O(0,0)$ of system (1.13) is a saddle point if and only if

$$M > \sqrt{\frac{\alpha}{K_1}(1 - \frac{1}{\alpha_1}) + \frac{1+\alpha}{K_2}(1 - \frac{1}{\alpha_2})}.$$

Under this condition, if there exists a homoclinoc orbit of system (1.13) to the origin $O(0,0)$, then it gives rise to a solitary wave solution or a pseudo-peakon solution of system (1.8).

(iii) Assume that $0 < p < 1$. The origin $O(0,0)$ of system (1.21) is a saddle point if and only if

$$M_{cusp} \equiv \gamma \left(v_0 + \sqrt{\frac{p}{1 + \alpha_p(1-p)}}\right) < M < \gamma v_0 + \sqrt{\frac{p}{1 + \alpha_p(1-p)}} \equiv M_{inf}.$$

Under this condition, if there exists a homoclinoc orbit of system (1.21) to the origin $O(0,0)$, then it gives rise to a smooth solitary wave solution of system (1.14).

The proof of this theorem is showed in the following section 2, 3 and 4.

This paper is organized as follows. In section 2, 3 and 4, we investigate the bifurcations of phase portraits of system (1.5), (1.13) and (1.21), and discuss the existence of solitary wave solutions, pseudo-peakons, periodic peakons and compactons as well as kink and anti-kink wave solutions of these systems.

2. **Bifurcations of phase portraits and dynamical behaviors of solutions of traveling wave system (1.5)**

In this section, we consider possible bifurcations of phase portraits of system (1.5). To investigate the equilibrium points $E_j(\phi_j,0)$ of system (1.5), we need to discuss the zeros $\phi_j$ of the function $Q_1(\phi)$. Clearly, $Q_1(0) = 0$, thus the origin $O(0,0)$ is an equilibrium point of system (1.5). Because $Q_1(\phi)$ depends on the six-parameter group $(\beta, \delta, \sigma, q_c, q_h, M)$, so it is very difficult to find other equilibrium points of system (1.5) depending on the changes of parameters. We assume that the parameters $q_c$ and $q_h$ are rational numbers and $\frac{1}{3} < q_c < 1, \frac{1}{2} < q_h < 1$. In this case, the exponents $\beta_c = \frac{q_c+1}{2(q_c-1)}, \beta_h = \frac{q_h+1}{2(q_h-1)}$ are negative number. Function $Q_1(\phi)$ is defined in the interval $(-\infty, \phi_d)$, where $\phi_d = \min(\phi_{ac}, \phi_{sh}, \phi_m), \phi_m = \frac{1}{2}(M - \sqrt{3\sigma})$. For a given parameter group, we can use numerical method to find the zeros of $Q_1(\phi)$ in $(-\infty, \phi_d)$. 


Let $M(\phi_j, 0)$ be the coefficient matrix of the linearized system of system (1.5) at an equilibrium point $E_j(\phi_j, 0)$ and $J(\phi_j, 0) = \det M(\phi_j, 0)$. We have $J(\phi_j, 0) = -Q_1(\phi_j)$, when $M > \sqrt{3\sigma}$,

$$J(0, 0) = -\frac{1}{2} \delta(1+q_c) - \frac{1}{2}(1-\delta)\beta(1+q_h) + \frac{1}{M^2 - 3\sigma}.$$  

By the theory of planar dynamical system (see [8]), for an equilibrium point of a planar Hamiltonian system, if $J < 0 (> 0)$, then the equilibrium point is a saddle point (a center point); if $J = 0$ and the Poincaré index of the equilibrium point is 0, then this equilibrium point is a cusp. When $\beta = \frac{2-(M^2-3\sigma)(1+q_c)\delta}{(M^2-3\sigma)(1-\delta)(1+q_h)}$, we get $J(0, 0) = 0$, so that the origin $O(0, 0)$ is a cusp. When $M > M_b$ ($M < M_b$), the origin is a saddle point (a center).

Write that $h_j = H_1(\phi_j, 0)$, where $(\phi_j, 0)$ is an equilibrium point of system (1.5) with $-\infty < \phi < \phi_d$, $h_0 = H(0, 0) = 0$.

For the fixed parameter values: $\beta = 0.1, \delta = 0.25, q_c = 0.5, q_h = 0.75, \sigma = 0.2$, by varying the parameter $M$, we can obtain the different graphs of function $Q_1(\phi)$. Some graphs are shown in Fig.1 (a)-(d). In these cases, system (1.5) has 4 equilibrium points. From these graphs we know that when $\phi \to \phi_m, Q_1(\phi) \to -\infty$.

![Figure 1](image)

Fig. 1. The graphs of function $Q_1(\phi)$ as $M$ is varied. Parameter values: $\beta = 0.1, \delta = 0.25, q_c = 0.5, q_h = 0.75, \sigma = 0.2; M_b = 2.133217589$.

Using the above results, we have the following bifurcations of phase portraits of traveling wave system (1.5):

For the fixed parameter values: $\delta = 0.18, q_c = 0.16, q_h = 0.75, M = 2.15, \sigma = 0.12$, by changing the parameter $\beta$, we have the following bifurcations of phase portraits of traveling wave system (1.5):

We see from Fig. 2 (c)-(j) that in the left strip neighborhood of the straight line $\phi = \phi_m$, there exists a family of segments of the periodic orbits of system (1.5), which is very close to the straight line $\phi = \phi_m$. Along these segments of periodic orbits, the motions of phase points are fast. In fact, by using the first equation, for a periodic orbit in the left strip neighborhood of the straight line $\phi = \phi_m$, we obtain its period

$$T = \int_{\phi_0y(\phi)}^{\phi_+y(\phi)} \frac{d\phi}{y(\phi)} = \int_{\phi_0}^{\phi_+} \frac{d\phi}{y(\phi)} + \int_{\phi_-}^{\phi_0} \frac{d\phi}{y(\phi)} + \int_{\phi_+}^{\phi_-} \frac{d\phi}{y(\phi)} = T_1 + T_2 + O(\epsilon), \quad (2.1)$$

where $(\phi_0, 0)$ is the left intersection point of the periodic orbit and the $\phi-$axis, $(\phi_+, y_+)$ and $(\phi_-, y_-)$ are the upper point and lower point of the segment of the
Figure 2. The bifurcations of phase portraits of system (1.5) as $M$ is varied. Parameter values: $eta = 0.1$, $\delta = 0.25$, $q_c = 0.5$, $q_h = 0.75$, $\sigma = 0.2$; $M_b = 2.133217589$. 

(a) $M = 1.2$  
(b) $1.3 \leq M < 2.13$  
(c) $M = 2.13$  

(d) $M = 2.130053$  
(e) $2.130053 < M < M_b$  
(f) $M = M_b$  

(g) $M_b < M < 2.152176$  
(h) $M = 2.152176$  
(i) $2.152176 < M < 2.1562$  

(j) $M = 2.1562$  
(k) $2.1562 < M < 2.19$  
(l) $M > 2.19$
Periodic peakons, pseudo-peakons and compactons

By the above discussion, we have the following conclusion:

**Proposition 2.1.** In the left or right strip neighborhood of a straight line $\phi = \phi_m$, if there exists a family of segments of the periodic orbits of a traveling system, which is very close to the straight line $\phi = \phi_m$, then this family of periodic orbits give rise to a periodic peakon family. As a limit orbit of the periodic peakon family, the homoclinic orbit to an equilibrium point gives rise to a pseudo-peakon solution.

By using the above result, we have the following theorem:

**Theorem 2.1.** There exists a parameter group $(\beta, \delta, \sigma, q_c, q_h)$ of system (1.5), such that when the parameter $M$ is varied, system (1.5) has the bifurcations of phase portraits shown in Fig. 2 (a)-(l). Thus, system (1.1) has smooth solitary wave solutions, periodic wave solutions, periodic peakons, pseudo-peakons, compacton families, as well as kink and anti-kink wave solutions.

For example, considering the orbits in Fig. 2 (g), we have

(i) Corresponding to the two homoclinic orbits of system (1.5) defined by $H_1(\phi, y) = 0$, there exist a smooth solitary wave solution (see Fig. 4 (b)) and a pseudo-peakon solution (see Fig. 4 (a)) of system (1.1).

(ii) Corresponding to the homoclinic orbit of system (1.5) defined by $H_1(\phi, y) = h_1$, there exists a pseudo-peakon solution (see Fig. 4 (c)) of system (1.1).

(iii) Corresponding to the family of periodic orbits of system (1.5) defined by $H_1(\phi, y) = h, h \in (0, h_1)$, there exists a family of periodic peakon solutions (see Fig. 4 (d)) of system (1.1).

(iv) Corresponding to the family of periodic orbits of system (1.5) defined by $H_1(\phi, y) = h, h \in (h_2, 0)$, there exists a family of smooth periodic solutions (see Fig. 4 (f)) of system (1.1).

(v) Corresponding to the family of periodic orbits of system (1.5) defined by $H_1(\phi, y) = h, h \in (0, h_3)$, there exists a family of periodic peakon solutions (see Fig. 4 (e)) of system (1.1).

We know from Fig. 3 that when $\beta$ is varied, the following conclusion holds:

**Theorem 2.2.** There exists a parameter group $(M, \delta, \sigma, q_c, q_h)$ of system (1.5), such that when the parameter $\beta$ is varied, system (1.1) has smooth solitary wave solutions, periodic wave solutions, compacton families, as well as kink and anti-kink
wave solutions.

3. Bifurcations of phase portraits and dynamical behaviors of solutions of traveling wave system (1.13)

Now, we consider possible bifurcations of phase portraits of system (1.13). To investigate the equilibrium points $E_j(\phi_j, 0)$ of system (1.13), we need to discuss the zeros $\phi_j$ of the function $Q_2(\phi)$. Clearly, $Q_2(0) = 0$, thus the origin $O(0, 0)$ is an equilibrium point of system (1.13). Because $Q_2(\phi)$ depends on the six-parameter group $(\alpha, \beta_1, \beta_2, K_1, K_2, M)$, so it is very difficult to find other equilibrium points of system (1.13) depending on the changes of parameters. We assume that the parameters $\gamma_1$ and $\gamma_2$ are rational numbers such that the exponents $\beta_1 > 1$ and $\beta_2 > 1$. Function $Q_2(\phi)$ is defined in the interval $(-\beta_2 K_2, \phi_d)$, where $\phi_d = \min\left(\beta_1 K_1, \frac{1}{2} M^2\right), K_1 > 0, K_2 > 0$. For a given parameter group, we can use numerical method to find all zeros of $Q_2(\phi)$ in $(-\beta_2 K_2, \phi_d)$.

Let $M(\phi_j, 0)$ be the coefficient matrix of the linearized system of system (1.13) at an equilibrium point $E_j(\phi_j, 0)$ and $J(\phi_j, 0) = \det M(\phi_j, 0)$. We have $J(\phi_j, 0) = -Q'_2(\phi_j)$. Especially,

$$J(0, 0) = \frac{1}{M^2} - \frac{\alpha}{K_1} \left(1 - \frac{1}{\beta_1}\right) - \frac{1 + \alpha}{K_2} \left(1 - \frac{1}{\beta_2}\right).$$
When $M = \frac{1}{\sqrt{\frac{\alpha}{2} \left(1 - \frac{1}{\beta_1}\right) + \frac{\alpha}{2} \left(1 - \frac{1}{\beta_2}\right)}} \equiv M_b$, the origin $O(0,0)$ is a cusp. When $M > M_b$ ($M < M_b$), the origin is a saddle point (a center).

Write that $h_0 = H_2(0,0) = 0, h_1 = H_2(\phi_1,0)$ where $(\phi_1,0)$ is an equilibrium point of system (1.13) with $-\beta_2K_2 < \phi_1 < \phi_d$.

For a fixed parameter group $(\alpha, \beta_1, \beta_2, K_1, K_2) = (1.1, \frac{5}{2}, 4, 2, 3)$, by varying the parameter $M$, we have the following bifurcations of the phase portraits of system (1.13):

Figure 5. The bifurcations of phase portraits of system (1.13) as $M$ is varied. Parameter values: $\alpha = 1.1, \gamma_1 = 5/3, \gamma_2 = 4/3, K_1 = 2, K_2 = 3; \beta_1 = \frac{5}{2}, \beta_2 = 4; M_b = 1.081476141$

By the above discussion, we have the following conclusion for system (1.13):

**Theorem 3.1.** There exists a parameter group $(\alpha, \beta_1, \beta_2, K_1, K_2)$ of system (1.13), such that when the parameter $M$ is varied, system (1.13) has the bifurcations of
phase portraits shown in Fig.5 (a)-(i). Thus, system (1.8) has smooth solitary wave solutions, periodic wave solutions, periodic peakons, pseudo-peakons and compacton families.

For example, considering the orbits in Fig.5, we have
(i) Corresponding to the two homoclinic orbits of system (1.13) defined by \( H_2(\phi, y) = h_1 \) and \( H_2(\phi, y) = 0 \) in Fig.5 (d) and Fig.5 (f), respectively, there exist two smooth solitary wave solutions of system (1.8) (see Fig.6 (a)).

(ii) Corresponding to the two families of periodic orbits of system (1.13) defined by \( H_2(\phi, y) = h, h \in (h_2, 0) \) in Fig.5 (d) and Fig.5 (f), there exist two families of smooth periodic solutions of system (1.8) (see Fig.6 (b)).

(iii) Corresponding to the two homoclinic orbits of system (1.13) defined by \( H_2(\phi, y) = h_1 \) and \( H_2(\phi, y) = 0 \) in Fig.5 (c) and Fig.5 (g), respectively, there exists a pseudo-peakon solution of system (1.8) (see Fig.6 (c)).

(iv) Corresponding to the two families of periodic orbits of system (1.13) defined by \( H_2(\phi, y) = h, h \in (0, h_1) \) in Fig.5 (c) and Fig.5 (g), there exist two families of periodic peakon solutions of system (1.8) (see Fig.6 (d)).

(v) Corresponding to the family of orbits of system (1.5) defined by \( H_2(\phi, y) = h, h \in (0, h_3) \), intersecting transversely the straight line \( \phi = \phi_d \), there exists a family of compacton solutions of system (1.8) (see Fig.6 (e)).

\[ (a) \quad (b) \quad (c) \quad (d) \quad (e) \]

**Figure 6.** The different wave profiles of system (1.13)

4. Bifurcations of phase portraits and dynamical behaviors of solutions of traveling wave system (1.21)

In this section, we consider possible bifurcations of phase portraits of system (1.21). To investigate the equilibrium points \( E_j(\psi_j, 0) \) of system (1.21), we need to discuss the zeros \( \psi_j \) of the function \( Q_3(\psi) \). Clearly, \( Q_3(0) = 0 \), thus the origin \( O(0, 0) \) is an equilibrium point of system (1.21). The function \( Q_3(\psi) \) depending on five-parameter group \( (\alpha_p, \gamma, v_0, p, M) \) is very complicated. It is very difficult to find all equilibrium points of system (1.21) depending on the changes of parameters. We notice that when \( 0 < p < 1 \) and \( \alpha_p > 0 \), function \( n_1(\psi) \) has an unique negative zero \( \psi = \psi_{mul} \). Therefore, the function \( Q_3(\psi) \) has a multiple zero \( \psi = \psi_{mul} \), i.e., \( E_{mul}(\psi_{mul}, 0) \) is a high-order equilibrium point of system (1.21). For a given parameter group, we can use numerical method to find the zeros of \( Q_3(\psi) \) in \( \psi \)-axis.

Let \( M(\psi_j, 0) \) be the coefficient matrix of the linearized system of system (1.21) at an equilibrium point \( E_j(\psi_j, 0) \) and \( J(\psi_j, 0) = \det M(\psi_j, 0) \). We have \( J(\psi_j, 0) = \)
−Q_j^3(ψ_j) = S_j^3(ψ_j). Specially,

\[ J(0, 0) = S_3''(0) = \frac{M^2(M^2_d - M^2_1)}{M^2_d(M^2_d - M^2_1)}, \quad M_1^2 = \frac{p}{1 + \alpha_p(1 - p)}, \quad M_0^2 = \gamma^2 M_1^2. \]

It implies that when \( M_0 < M_d < M_1 \), i.e.,

\[ M_{\text{cusp}} \equiv \gamma \left( v_0 + \sqrt{\frac{p}{1 + \alpha_p(1 - p)}} \right) < M < \left( \gamma v_0 + \sqrt{\frac{p}{1 + \alpha_p(1 - p)}} \right) \equiv M_{\text{inf}}, \]

\( J(0, 0) < 0 \), the origin \( O(0, 0) \) is a saddle point. When \( M_d = M_0 \), i.e., \( M = M_{\text{cusp}}, J(0, 0) = 0 \), the origin \( O(0, 0) \) is a cusp. When \( M_d = M_1 \), i.e., \( M = M_{\text{inf}}, \) for the function \( D(ψ) = n^3(ψ) - p^2 M^2_d n'_3(ψ) \), we have \( D(0) = 0 \), i.e., \( ψ_s = 0 \) and \lim_{ψ → 0} Q_3(ψ) = −∞. We do not consider this case.

Write that \( h_j = H_3(ψ_j, 0) \), where \((ψ_j, 0)\) is an equilibrium point of system (1.21). Especially, we see from (1.22) and (1.23) that \( h_0 = H_3(0, 0) = H_3(ψ_{mul}, 0) = 0 = h_{mul} \).

For the fixed parameter group \((α_p, γ, p, v_0) = (0.1, 0.7071, 0.75, 0.2)\) given by [13], by varying the parameter \( M \), we have the following graphs of function \( Q_3(ψ) \):

![Graphs](image)

**Figure 7.** The graphs of function \( Q_3(ψ) \) of system (1.21) as \( M \) is varied

We know that

1. When \( 0 < M < 0.675 \), system (1.21) has four equilibrium points \( E_1(ψ_1, 0), E_2(ψ_2, 0), E_3(ψ_{mul}, 0) \) and \( O(0, 0) \) with \( ψ_1 < ψ_2 < ψ_{mul} < ψ_s < 0 < ψ_4 \).
2. When \( 0.675 < M < M_{\text{cusp}} \), system (1.21) have six equilibrium points \( E_1(ψ_1, 0), E_2(ψ_2, 0), E_3(ψ_{mul}, 0), E_4(ψ_4, 0), E_5(ψ_5, 0) \) and \( O(0, 0) \) with \( ψ_1 < ψ_2 < ψ_{mul} < ψ_4 < ψ_s < ψ_5 < 0 \).
(3) When $M_{\text{cusp}} < M < M_{nf}$, system (1.21) have six equilibrium points $E_1(\psi_1,0), E_2(\psi_2,0), E_3(\psi_{mul},0), E_4(\psi_4,0), O(0,0)$ and $E_5(\psi_5,0)$ with $\psi_1 < \psi_2 < \psi_{mul} < \psi_4 < \psi_5 < 0 < \psi_5$.

(4) When $M > M_{nf}$, system (1.21) have six equilibrium points $E_1(\psi_1,0), E_2(\psi_2,0), E_3(\psi_{mul},0), E_4(\psi_4,0), O(0,0)$ and $E_5(\psi_5,0)$ with $\psi_1 < \psi_2 < \psi_{mul} < \psi_4 < 0 < \psi_{s} < \psi_5$.

Under the above parameter condition, by varying the parameter $M$, we have the following bifurcations of phase portraits of traveling wave system (1.21)(the figures $(a_1) - (f_1)$ in Fig.8 are large figures, the figures $(a_2) - (f_2)$ are the figures near the singular line $\psi = \psi_s$ and the origin $O(0,0)$):

To sum up, from the above discussion, we have the following conclusion:

**Theorem 4.1.** Assume that $0 < p < 1$. There exists a parameter group $(\alpha_p, \gamma, v_0, p)$ of system (1.21), such that when the parameter $M$ is varied, system (1.21) has the bifurcations of phase portraits shown in Fig.8 (a)-(f). Therefore, these phase orbits can give rise to smooth solitary wave solutions, periodic wave solutions, periodic peakons, pseudo-peakons and compacton families of system (1.14).

Specially, for any $M \in (0, \infty), M \neq M_{nf}$, corresponding to the homoclinic orbit defined by $H_3(\psi, y) = h_1$, there exists a smooth solitary wave solution with larger amplitude. Corresponding the the periodic orbit family defined by $H_3(\psi, y) = h, h \in (h_2, h_1)$, enclosing the equilibrium point $E_1(\psi_1,0)$, there exists a family of smooth periodic wave solutions of system (1.14).

For two examples, we consider two phase portraits Fig.8 (a) and Fig.8 (f), and have the following two conclusions:

**Theorem 4.2.** Assume that $0 < p < 1$. In this case, system (1.21) has the phase portrait Fig.8 (a) and $h_1 < h_0 = 0 = h_{mul} < h_2 < \infty$, then we have

(1) Corresponding to the family of periodic orbits defined by $H_3(\psi, y) = h, h \in (h_1, h_2)$, enclosing the equilibrium point $E_1(\psi_1,0)$, system (1.14) has a family of smooth periodic wave solutions (see Fig.9 (a)).

(2) Corresponding to the two homoclinic orbits to equilibrium point $E_2(\psi_2,0)$ defined by $H_3(\psi, y) = h_2$, enclosing the equilibrium points $E_1(\psi_1,0)$ and $E_{mul}(\psi_{mul},0)$, respectively, system (1.14) has a smooth solitary wave solution (see Fig.9 (b)) and a pseudo-peakon solution (see Fig.9 (c)).

(3) Corresponding to the periodic orbit family defined by $H_3(\psi, y) = h, h \in (h_{mul}, h_2)$, enclosing equilibrium point $E_{mul}(\psi_{mul},0)$, system (1.14) has a family of periodic peakon solutions (see Fig.9 (e)).

(4) Corresponding to the family of periodic orbits defined by $H_3(\psi, y) = h, h \in (h_2, h_{m_1})$, enclosing three equilibrium points $E_1(\psi_1,0), E_2(\psi_2,0)$ and $E_{mul}(\psi_{mul},0)$, system (1.14) has a family of large periodic peakon solutions (see Fig.9 (f)), where $h_{m_1} > h_2$ is a large number.

(5) Corresponding to the family of periodic orbits defined by $H_3(\psi, y) = h, h \in (0, h_{m_2})$, enclosing the equilibrium point $O(0,0)$, system (1.14) has a family of periodic peakon solutions (see Fig.9 (g)), where $h_{m_2} > 0$ is a large number.

(6) Corresponding to the two families of open orbits defined by $H_3(\psi, y) = h, h \in (h_{m_1}, \infty)$ and $h \in (h_{m_2}, \infty)$, respectively, transversely intersecting the singular straight line $\psi = \psi_s$, system (1.14) has two families of compacton solutions (see Fig.9 (d), (h)).
Periodic peakons, pseudo-peakons and compactons

Figure 8. The bifurcations of phase portraits of system (1.21) as $M$ is varied. Parameter values: $\alpha_p = 0.1$, $\gamma = \cos \frac{\pi}{4}$, $p = 0.75$, $v_0 = 0.2$. In this case, $M_{cusp} = 0.7462797351$, $M_{inf} = 0.9968202790$. 
Theorem 4.3. Assume that $0 < p < 1$ and system (1.21) has the phase portrait Fig.8 (f). In this case, there exists six equilibrium points. We have $h_1 < h_0 = 0 = h_{mul} < h_4 < h_5 < h_2 < \infty$. Then,

1. Corresponding to the periodic orbit family defined by $H_3(\psi, y) = h, h \in (h_1, h_2)$, enclosing the equilibrium point $E_1(\psi_1, 0)$, system (1.14) has a family of smooth periodic wave solutions (see Fig.10 (a)).

2. Corresponding to the two larger homoclinic orbit loops to the equilibrium point $(E_2(\psi_2, 0)$ defined by $H_3(\psi, y) = h_2$, enclosing the equilibrium points $(E_1(\psi_1, 0)$ and three equilibrium points $E_{mul}(\psi_{mul}, 0), E_4(\psi_4, 0), O(0, 0)$, respectively, system (1.14) has a smooth solitary wave solution (see Fig.10 (b)) and a pseudo-peakon solution (see Fig.10 (c)).

3. Corresponding to the periodic orbit family defined by $H_3(\psi, y) = h, h \in (h_2, h_{mul})$, enclosing five equilibrium points $E_1(\psi_1, 0), E_2(\psi_2, 0), E_{mul}(\psi_{mul}, 0), O(0, 0)$ and $E_4(\psi_4, 0)$, system (1.14) has a family of large periodic peakon solutions (see Fig.10 (d)), where $h_{mul} > h_2$ is a large number.

4. Corresponding to the two homoclinic orbits to the equilibrium point $(E_4(\psi_4, 0)$ defined by $H_3(\psi, y) = h_4$, enclosing the equilibrium points $E_{mul}(\psi_{mul}, 0)$ and the origin $O(0, 0)$, respectively, system (1.14) has a smooth solitary wave solution (see Fig.10 (f)) and a pseudo-peakon solutions (see Fig.10 (g)).

5. Corresponding to the periodic orbit family defined by $H_3(\psi, y) = h, h \in (h_4, h_2)$, enclosing three equilibrium points $E_{mul}(\psi_{mul}, 0), E_4(\psi_4, 0)$ and $O(0, 0)$, system (1.14) has a family of periodic peakon solutions (see Fig.10 (e)), where $h_{mul} > h_2$ is a large number.

6. Corresponding to the periodic orbit family defined by $H_3(\psi, y) = h, h \in (h_5, h_{mul})$, enclosing the equilibrium point $O(0, 0)$, system (1.14) has a family of periodic peakon solutions (see Fig.10 (h)), where $h_{mul} > 0$ is a large number.

7. Corresponding to two open orbit families defined by $H_3(\psi, y) = h, h \in (h_{mul}, \infty)$ and $h \in (h_{mul}, \infty)$, respectively, transversely intersecting the singular straight line $\psi = \psi_s$, system (1.14) has two families of compacton solutions.
Similarly, considering other phase portraits in Fig. 8, we can give corresponding results about the existence of various traveling wave solutions.
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