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SOLUTIONS FOR SYSTEM OF FRACTIONAL
DIFFERENTIAL EQUATIONS WITH
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Abstract In this paper we consider the system of fractional differential equa-
tions with positive and negative coeflicients. We use the Banach contraction
principle to obtain new sufficient conditions for the existence of nonoscillatory
solutions.
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1. Introduction

In this paper, we consider the system of fractional differential equations with positive
and negative coefficients

D& [r(t)x(t) + P(t)x(t — 0)] — Q1(t)x(t — 7) + Q2(t)x(t — ) = h(t), (1.1)

where Dy is Liouville fractional derivatives of order o > 0 on the half-axis, §, 7,0 >
0, r € C([to,0), R"), P € C([tg,o0) x [a,b], R),h € C([to,),R"), x € R",Q; is
continuous n X n matrix on [tg, 00),i = 1, 2.

Fractional differential equations have attracted extensive attention because of
their wide application covering multiple fields of chemical physics, control theory
of dynamical systems, rheology, fluid flows,electrical networks and economics. As
lately reported, various achievements on the partial differential equations as well as
fractional-order ordinary have been attained [3,8,9,12-14].

As the significance of oscillation theory in achieving favorable information on the
qualitative properties of solutions of differential equations, during the past decades,
oscillation theory has been widely investigated for classical functional differential
equations [1,4-7].
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In 2013, Candan [2] studied the existence of nonoscillatory solutions for system
of higher order nonliear neutral differential equations

x(t) + P(t)x(t — 0)]™ + (~1)" T [Qu()x(t — 1) — Qa(t)x(t — 02)] =0, (1.2)

However, the discussed condition for coefficient P(t) was (—oco, —2), (—3,0), [0, 3),
(2, +00). Recently, We noticed that the nonoscillatory theory for fractional differen-
tial equations [10,11]. Nevertheless, as far as we are acquainted, the nonoscillatory
theory for system of fractional differential equations with positive and negative
coefficients has not been reported yet.

Hence, in this paper, we considered the system of fractional differential equa-
tions, skillfully introduced coefficient r(¢) and constructed the new operator, where
the scope of the coefficient P(t) of neutral section in literature was expanded to
(=00, -1),(-1,0],[0,1),(1,400), and the sufficient condition for the existence of
nonoscillatory solutions of fractional differential equation was obtained.Thus, this
paper may present its theoretical value as well as practical application value.

2. Preliminaries

In this section,we will introduce the preliminary details which are used throughout
this paper.

Definition 2.1. As usual, a continuous function z(t) defined on [tg, 00) is said to
be oscillatory if it has arbitrarily large zeros. Otherwise the solution is said to be
nonoscillatory.

Definition 2.2. The vector solution x(t) = {x1(t),2(t), - ,z,(t)} " of equation
(1.1) is said to be oscillatory in [tg, 00) if at least one of its nontrivial components
is oscillatory based on Definition 1. Otherwise, the vector solution x(t) is said to
be nonoscillatory.

Definition 2.3. A solution of system of equation (1.1) is a continuous vector func-
tion x(t) defined on ([t; —p,00),R"), for some t; > tg, such that D[r(t)x(t)+
P(t)x(t—0)]" exist on [tg,00) and system of equation (1.1) holds for all ¢; > to.
Here, u = max{6,,0}.

Definition 2.4 ( [8]). The Liouville fractional derivative on the half-axis is defined
by

DA = 1 | (s - 0 f(s)ds,

where t € R and « € [0, 00).

Definition 2.5 ( [8]). The Liouville fractional derivative on the half-axis is defined
by

3 (n—a dn oo o
DEF() = 5D 0) = g g [ (=0 s

where n = [a] + 1, € [0,00), [c] denotes the integer part of @ and ¢t € R. In
particular, if « = n € N, thenD} f(t) = f(™)(t), where f(™(t) is the usual derivative
of f(t) of order n.
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Property 2.1.( [8]) For a >0,

D (D, f)(t) = f(t)-

3. Main results

Theorem 3.1. Assume that 0 < P(t) <p; <1 and
/ sYQi(s)|lds < 00,1 =1,2, / sY||h(s)]lds < 0. (3.1)
to to
Then equation (1.1) has a bounded nonoscillatory solution.

Proof. Let A be the set of all continuous and bounded vector functions on [tg, 00)
with the sup norm. Let x(t) = {z1 (), z2(t), - ,z,(t)} . SetA = {x € A, z;(t) > 0
or z;(t) < 0,M; < |x(¢)|| < Ma,t > to,i = 1,2,--- ,n}, where My, My are two

M
positive constants and ¢ is a constant vector, such that piMs + i llell <
P

1
Ms,1 <r(t) < —. From (3.1), one can choose a t1 > to+ u, sufficiently large ¢ > ¢4
such that

| F((a 5 DL1Qu(s)] + Ih(s)l}ds < s — e (3.2
< (s—) M,
|t Q) + I(o)lds < el —pidh+ =L (33)
=y
| ra el + 1e:elds < 1= (3.4)
and define an operator T on A as follows
e pot 0 [ o e+
Tple—POxt=0+ [ S=Esi0i s - )
(Tx)(t) = —Qa(s)x(s — o) + h(s)]ds}, t>ti,
(Tx)(tl)a to <t< t.

It is easy to see that T'x is continuous, for ¢ > t1,x € A, by using (3.2), we have

I < o el + | [ @t = o + nioas ||
<lell+ [ e Qo) + () s
< Mo,

and taking (3.3) into account, we have

Q2(s)x(s—oa)+h(s)]ds

1T > (){|c|— (1) |x(t—6) | -
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> o {lell = pute = [ =0 00lQul)] + o) s

Z M17

these show that T'A C A. Since A is bounded, close, convex subset of A, in order
to apply the contraction principle we have to show that 7' is a contraction mapping
on A. For Vxy,x9 € A, and t > tq,

[(Tx1)(t) — (Tx2) (@)

1
S@{P(t)llm(t —0) — x5(t — 0)]|
" ’ /t m[QI(S)Xl(S —7) — Q2(8)x1(s — o) + h(s)]ds
_ ’ /too M[Ql(S)Xz(S —7) = Qa(s)x2(s — o) + h(s)]ds||}
1 ~ (5 1)
<ol — el + /t a0 1@ @llxa(s =) = xa(s = 7

+1Qa(s)ll[[x1(s — 0) — x2(s — o)[[]ds},
using (3.4),

)0 = Txa) O] < I =l + [ 5 1Que)] + Qa(o) 1)

< [|x1 — xaf|,

which shows that T is a contraction mapping on A and therefore there exists a
unique solution, obviously a bounded positive solution of (1.1) X € A, such that
Tx = x, that is

1 (s—t)*

x(1)= 15 {o—P(t)f«(t—ew/t D [Ql(s)i(s—f)—Qa(s)i(s—aHh(s)]ds} ,

which implies that

P(O)R(t)—c+HP(E)R(t-0) = ﬁ /t “ds /t (520) 1 [Q1 ()R (5 )0 ()% (50 Vh (s)]du,
hence

[r(t)x(t)+P(t)x(t—0)] = F(la)/too(s—t)a_l[Q1(8)5((8—7)—Qz(s)i(S—UHh(S)]d&

By Property 1, it is easy to see that Z(¢) is a nonoscillatory solution of the equation
(1.1). The proof is complete. O

Theorem 3.2. Assume that 1 < p3 < P(t) < pa < 400, and that (3.1) holds. Then
equation (1.1) has a bounded nonoscillatory solution.

Proof. Let A be the set of all continuous and bounded vector functions on [tg, 00)
with the sup norm. Let x(t) = {1 (), z2(t), -+ ,2,(t)} . Set A = {z € A, z;(t) > 0
or z;(t) < 0, M3 < x(t) < My, t > tog,i = 1,2,--- ,n}, where M3, My is a positive
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constants such that po M3+ My < ||c|| < psMy,r(t) < 1. From (3.1), one can choose
a t; > tg + u, sufficiently large t > ¢; such that

< (s—b)°
/1t W[MHQK )|l + [h(s)[[lds < ps My — [|c]l, (3.5)
| oD aQu(ol + s < el - Ma - b, (36)
| s i@l + Qs <pa 1 37)
and define an operator 1" on A as follows:
1 T (s—t=0)"
m{c—r(i+9)x(t+9) +/t+9 W[Ql( ) (S —T)
(Tx)(t) = —Qa(s)x(s — o) + h(s)|ds}, t>ty,
(Tx)(t1), to <t <ty.

It is easy to see that T is continuous, for t > ¢;,x € A, By using (3.5), we have

Ts—t-0) -7 s)]ds
sl < o= Ll + | [~ S @it =)+ nisas] |
1 < (s=1
< el [ S i) + o) s
< My,

and taking (3.6) into account, we have

|

1 (s—t—0)*
1(Tx)(0)]| = o {IICII —r(t+0)|x(t+0)[|+ /He[%(S)X(S—GHh(S)]dS

I'(a+1)
> et - an— [ B an@uto)) + sy has
> M.

These show that TA C A. Since A is bounded, close, convex subset of A, in order
to apply the contraction principle, we have to show that 7' is a contraction mapping
on A. For Vx1,x0 € A, and t > tq,

1(Tx1) () = (Tx2)(D)]]

gﬁ{r(t +0)||x1(t + 0) — xa2(t + 0)]|
! :9 W[Ql(s)xl(s —7) — Qa(s)x1(s — o) + h(s)]ds
t-‘: (F(aJrl))a[Ql(S)X?(S —7) — Q2(s)x2(s — o) + h(s)]|ds||}
<l =l + [ S0l =) - xa(s =)

+1Q2(3)llIx1 (s — 0) = xa(s — o) |]ds},
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using (3.7),

(Tx L —x M $)[1ds
I(T0) ()= (Txa) ()] < [ 2||{1+/w e o)+ a(e) s |

< ||X1—X2H,

which shows that T' is a contraction mapping on A and therefore there exists a
unique solution, obviously a bounded positive solution of (1.1) x € A, such that
Tx = x. The proof is complete. O

Theorem 3.3. Assume that —1 < py < P(t) < 0 and that (3.1) holds. Then
equation (1.1) has a bounded nonoscillatory solution.

Proof. Let A be the set of all continuous and bounded vector functions on [tg, 00)
with the sup norm. Let x(t) = {1 (), z2(t), -+ ,2,(t)} . Set A = {z € A, z;(t) > 0
or z;(t) < 0, M5 < ||x(¢)|| < Mg,t > to,i = 1,2,---,n}, where Ms, Mg is two

Ms 1
positive constants such that — < ||c|| < (14 p4)Ms,1 < r(t) < —. From (3.1),
P4 —Da
one can choose a t; > tg + p, sufficiently large ¢t > t; such that

[ s+ e lds < 0+ pods — el (38)
* (s 1) 7
|t Ml Qa(a) ] + (o)l < ]+ 22, (39)
(s —1)~
|t Qe + 1Qu(e)ds < 1+ s
and define an operator T on A as follows
1 * (s - 1)
le=POxt -0+ [ F=ITiai(x(s =)
(Tx)(t) = —Q2(8)x(s — o) + h(s)lds}, t>ty,
(Tx)(t1), to <t <t

It is easy to see that T is continuous, for t > t1,x € A, by using (3.8), we have

00l < i { el - Plx(e-)]1+ @ (x(s ) +iolas |
< el - pts+ [ F‘jaj)[Man( )| + [B(s) s

S M67

and taking (3.9) into account, we have

1 (s — )
[(Tx)()] = ) {IICII - ‘ /t ﬁ[QﬂS)X(S — o) + h(s)]ds

> il - [T S el a(ol + (sl

|

The remaining part of the proof is similar to that of Theorem 3.1; therefore it is
omitted. The proof is complete. O
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Theorem 3.4. Assume that —oco < ps < P(t) < ps < —1 and that (3.1) holds.
Then equation (1.1) has a bounded nonoscillatory solution.

Proof. Let A be the set of all continuous and bounded vector functions on [tg, 00)
with the sup norm. Let x(t) = {1 (), z2(t), -+ ,2,(t)} . Set A = {z € A, z;(t) > 0
or x;(t) < 0, M7 < x(t) < Mg, t > tg,i = 1,2,--- ,n}, where My, Mg is a positive
constants such that —psM7 < ||c| < (—ps — 1)Msz,r(t) < 1, From (3.1), one can
choose a t; > tg + p, sufficiently large ¢t > t; such that

| S Qo) + ) lids < el + pody (3.10)
|l Qate) |+ o) ds < (-ps - DM~ el (311
(s —1)™
[ D@+ Qa(ollds < —ps 1.
and define an operator T on A as follows
1 oo (S —t— 0)04
m{—c — T(t + Q)X(t + 9) + [Jra W[Ql(s)x(s — 7')
(Tx)(t) = —Qu(s)x(s — o) + h(s)ds}, >,
(TX)(tl)v to S t S t1.

It is easy to see that T is continuous, for ¢t > ¢;,x € A, by using (3.10), we have

* (s—t—0)* . e
/t+9W[Q1(s)x(s )+h(s)]ds]

1
EOE m{—||c||—r<t+e>x<t+e>+\

|

1 C(s—t—0)~
> Lo+ [T S aau e + s las
> My,

and taking (3.11) into account, we have

1
1(Tx) ()]l = {Cr(t+9)X(t+9) ‘

/ S0 0 (s)x(s— o) +h(s))ds

|

40 L(a+1)
1 *© (s—1t)

< — <9 —|le|| — Mg — ——[M, s)|| + [|h(s)||]ds

< 2 {etell == [ Qa(o)] + (o) s |

< Ms.
The remaining part of the proof is similar to that of Theorem 3.2; therefore it is
omitted. The proof is complete. O
4. Remark

When o« = n € N,r(t) = 1,h(t) = 0, equation (1.1) become equation (1.2), thus
this paper improve results of Candan[2].
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