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EXISTENCE AND QUALITATIVE FEATURES
OF ENTIRE SOLUTIONS FOR DELAYED
REACTION DIFFUSION SYSTEM: THE

MONOSTABLE CASE∗
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Abstract The paper is concerned with the existence and qualitative features
of entire solutions for delayed reaction diffusion monostable systems. Here the
entire solutions mean solutions defined on the (x, t) ∈ RN+1. We first establish
the comparison principles, construct appropriate upper and lower solutions
and some upper estimates for the systems with quasimonotone nonlinearities.
Then, some new types of entire solutions are constructed by mixing any finite
number of traveling wave fronts with different speeds c ≥ c∗ and propagation
directions and a spatially independent solution, where c∗ > 0 is the critical
wave speed. Furthermore, various qualitative properties of entire solutions
are investigated. In particularly, the relationship between the entire solution,
the traveling wave fronts and a spatially independent solution are considered,
respectively. At last, for the nonquasimonotone nonlinearity case, some new
types of entire solutions are also investigated by introducing two auxiliary
quasimonotone controlled systems and establishing some comparison theorems
for Cauchy problems of the three systems.

Keywords Entire solutions, upper and lower solutions, traveling wave fronts,
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1. Introduction

The purpose of this paper is to consider the existence and qualitative features of
entire solutions for a general delayed monostable reaction–diffusion system:{

ut(x, t) = d1∆u(x, t) + h(u(x, t), v(x, t− τ1)),

vt(x, t) = d2∆v(x, t) + g(u(x, t− τ2), v(x, t)),
(1.1)

where (x, t) ∈ (R × R+), respectively, di > 0 (i = 1, 2) are diffusion coefficient,
τi > 0 (i = 1, 2) are time delays, the nonlinearities h(u, v), g(u, v) ∈ C2(R2,R)
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satisfy the following conditions,

(P1) h, g ∈ C2([0,K],R), h(0) = g(0) = 0, h(K) = g(K) = 0, h(u, v) > 0, g(u, v)
> 0 for u ∈ (0, k1) and v ∈ (0, k2), h(u, v) ≤ ∂1h(0)u+ ∂2h(0)v and g(u, v) ≤
∂1g(0)u + ∂2g(0)v for (u, v) ∈ [0,K], where 0 := (0, 0), K := (k1, k2) and
k1, k2 are positive constants.

(P2) ∂2h(u, v) ≥ 0 and ∂1g(u, v) ≥ 0 for (u, v) ∈ [0,K].

According to (P1), (1.1) only has two equilibria in the interval [0,K]. It is clear
that (P1) is a basic assumption to ensure that system (1.1) is monostable on [0,K].
(P2) implies (1.1) is a quasimonotone system, otherwise, (1.1) is a nonquasimono-
tone system.

Such reaction–diffusion system (1.1) with kinds of special nonlinearities arise
from many biological, chemical models (see [9, 18, 24]). And the spatial dynamics
of special cases of (1.1) have been extensively studied. Some related works are
illustrated in the sequel.

For example, when h(u, v) = −αu+ h(v) and g(u, v) = −βv + g(u), the system
(1.1) reduces to{

ut(x, t) = d1∆u(x, t)− αu(x, t) + h(v(x, t− τ1)),

vt(x, t) = d2∆v(x, t)− βv(x, t) + g(u(x, t− τ2)).
(1.2)

Wu and Hsu [39] studied the existence and qualitative features of entire solutions
for the delayed monostable epidemic model arising from the spread of an epidemic
by oral-faecal transmission of (1.2). Hsu and Yang [14] investigated the existence,
monotonicity, uniqueness and asymptotic behavior of traveling waves for (1.2) with-
out delays. The monostable and bistable traveling fronts for general monotone
reaction–diffusion systems including (1.2) as a special case, were also considered
in [32].

When τ1 = d2 = 0, τ2, d1 > 0 and h(v) = av, then system (1.2) reduces to{
∂tu(x, t) =d1∂xxu(x, t)− α1u(x, t) + av(x, t),

∂tv(x, t) =− α2v(x, t) + g(u(x, t− τ2)).
(1.3)

Thieme and Zhao [31] obtained the existence of spreading speed and minimal wave
speed for the quasimonotone epidemic system (1.3). Xu and Zhao [44] proved
the existence, uniqueness (up to translation) and globally exponential stability of
bistable traveling wave fronts of (1.3) without delays. Moreover, Zhao and Wang
[45] also considered the existence and nonexistence of monostable traveling wave
fronts of (1.3) without delays. Furthermore, the qualitative behaviours of solutions
for (1.3) with concave g and suitable boundary conditions was also treated in [1,3,
6, 9] without delay. Assuming g is sigma-shaped, the authors in [7] also considered
solutions of (1.3) with homogeneous Neumann boundary conditions without delay.

If τ2 = d1 = 0, then the system (1.3) reduces to the ODE system{
∂tu(x, t) =− α1u(x, t) + av(x, t),

∂tv(x, t) =− α2v(x, t) + g(u(x, t)).
(1.4)

The system was proposed in [8] to model the 1973 cholera epidemic spread in the
European Mediterranean regions. The system (1.4) is also used to model the spread
of man-environment epidemics (see [4, 5]).
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More recently, Hsu etc [15] extended (1.1) to a more general delayed system

{
∂tu(x, t) =d1∂xxu(x, t) + h(u(x, t), u(x, t− τ̂1), v(x, t− τ2)),

∂tv(x, t) =d2∂xxv(x, t) + g(v(x, t), u(x, t− τ1), v(x, t− τ̂2)),
(1.5)

where t ≥ 0, x ∈ R, τ1, τ2 ≥ 0 and τ̂1, τ̂2 > 0 are time delayed terms, di > 0 (i = 1, 2)
are diffusion coefficients and the nonlinearities h(w, u, v), g(w, u, v) ∈ C2(R3,R).
They obtained the existence and stability of traveling wave fronts (i.e. monotone
traveling waves) by using the monotone iteration scheme via an explicit construction
of a pair of upper and lower solutions, the techniques of weighted energy method
and comparison principle.

Mathematically, the important issue in population and epidemic dynamics is
the interaction between traveling waves which can be described by a class of entire
solutions that are defined in all space and time, and behave like a combination of
traveling waves as t→ −∞. From the dynamical points of view, the study of entire
solutions can help us fully understand the transient dynamics and the structures of
the global attractor. In particular, traveling waves are also entire solutions. From
the viewpoint of biology, such entire solutions provide some new spread of epidemic
and invasion ways of the species. For the study of the entire solution, we also refer
to [2, 11–13,16,17,19,21–23,25,28,30,34–38,40,42,43].

To the best of our knowledge, the entire solution of the general system (1.1) is
not still considered. And it is easy to know that the system (1.2) in [39] is a special
case of system (1.1). So the study of this article is meaningful.

Motivated by the above works, the aim of this paper is to construct some new
types of entire solutions for (1.1) with quasimonotone or nonquasimonotone non-
linearities. We extend the arguments developed in [12, 13, 39, 42]. Based on the
comparison theorem, upper and lower solutions, upper estimates and asymptot-
ic behavior of the traveling wave fronts and a spatially independent solution at
x → −∞, we prove the existence and qualitative features of entire solutions of
(1.1).

On the other hand, if the condition (P2) does not hold, then (1.1) is a nonquasi-
monotone system. Thus, the comparison principle fails. To overcome the deficiency,
encouraged by the works of [39, 42], we introduce two auxiliary quasimonotone de-
layed systems. Then, we establish a comparison theorem for the Cauchy problems of
the three systems. The existence and qualitative features of entire solutions of (1.1)
without the quasimonotone condition are still established by using the comparison
theorem and considering a sequence of Cauchy problem of the three systems, where
the combinations of any finite traveling wave fronts with different speeds c ≥ c∗ and
propagation directions and a spatially independent solution of the lower system are
taken as the initial values.

This paper is organized as follows. In Section 2, we introduce some necessary
notations and present the main results on the existence and qualitative features of
entire solutions. Section 3 is devoted to proving that the existence and qualitative
features of entire solutions in the quasimonotone nonlinearities case (i.e., Theorems
2.1–2.3). In Section 4, we prove the existence and qualitative features of entire solu-
tions in the nonquasimonotone nonlinearities case (i.e., Theorem 2.4) by introduce
two auxiliary quasimonotone delayed systems.
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2. Preliminary and main results

A traveling wave solution of (1.1) is a special solution of the form

(u(x, t), v(x, t)) = (φc(ξ), ψc(ξ)), ξ = x · ν + ct, ν ∈ SN−1,

where the velocity c > 0 is a constant corresponding to the wave speed and ξ :=
x · ν + ct represents the moving coordinate. (φc(ξ), ψc(ξ)) ∈ C2(R,R2) is called the
wave profile and satisfies{

cφ′c(ξ) = d1φ
′′
c (ξ) + h(φc(ξ), ψc(ξ − cτ1)),

cψ′c(ξ) = d2ψ
′′
c (ξ) + g(φc(ξ − cτ2), ψc(ξ)).

(2.1)

Note that SN−1 stands for the unit sphere. A traveling wave solution is always
considered as a development process from one equilibrium state to another, then
we look for a solution of (2.1) which satisfies the asymptotic conditions:

lim
ξ→−∞

(φc(ξ), ψc(ξ)) = (0, 0), lim
ξ→+∞

(φc(ξ), ψc(ξ)) = (k1, k2). (2.2)

We say (φc(ξ), ψc(ξ)) is a traveling wave front if (φc(ξ), ψc(ξ)) is monotone and
satisfies (2.2).

Then here are some marks. Two vectors (u1, · · · , un) ≤ (v1, · · · , vn) in RN
means ui ≤ vi for i = 1, · · · , n. An interval of RN is defined according to this order.
For convenience, denote by ∂i the first differential operator with respect to the i-th
variables, and by ∂ij the second differential operator with respect to the i-th and
j-th variables.

Throughout this article, in addition, (P1)–(P2) hold, we always assume that the
nonlinearities h(·, ·) and g(·, ·) satisfy the following assumptions.

(P3) Assume α1 < 0, α2 < 0 and α1α2 < β1β2, where

α1 := ∂uh(0, 0), α2 := ∂vg(0, 0),

β1 := ∂vh(0, 0), β2 := ∂ug(0, 0).

(P4) ∂ih(u, v) ≤ ∂ih(0, 0), ∂ig(u, v) ≤ ∂ig(0, 0) for any (u, v) ∈ [0,K], i = 1, 2.

Clearly, (P3) can help us to investigate the characteristic roots of the linearized
equations of (1.1) at the equilibria 0. And (P2) guarantees that βi ≥ 0, i = 1, 2.
According to the local analysis of (1.1) at the equilibria 0 and quasimonotonicity
of h and g, we can construct a pair of upper and lower solutions for (1.1), then
the existence result of the traveling wave fronts can be obtained by the framework
established in [29]. In the rest of this paper, we may assume that (P1)–(P4) hold.

Motivated by the works of [39, 42], we will adopt the comparison principle,
construct appropriate upper and lower solutions and some upper estimates to obtain
some new types of entire solutions, which are mixing any finite number of traveling
wave fronts with different speeds c ≥ c∗ and directions and a spatially independent
solution. Then obtain the various qualitative properties of entire solutions. Before
to state our main results, we give the following definition and notation.

Definition 2.1. Let k ∈ N and η, η0 ∈ Rk, if the functions Zη(x, t), ∂tZη(x, t)
and ∆Zη(x, t) converges uniformly in any compact set G ⊂ RN+1 to Zη0(x, t),
∂tZη0(x, t) and ∆Zη0(x, t) as η → η0, respectively, then we say that the functions
Zη(x, t) = (Uη(x, t), Vη(x, t)) converge to Zη0(x, t) = (Uη0(x, t), Vη0(x, t)) as η → η0

in the sense of topology τ .
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Notation 2.1. For any γ ∈ Z+, νi ∈ SN+1, i = 1, · · · , γ and A, T ∈ R, denote the
regions as follow:

Θi
A,T := {x ∈ RN |x · νi ≥ A} × [T,+∞), i = 1, · · · , γ, Θγ+1

A,T := RN × [T,+∞),

Θ̃i
A,T := {x ∈ RN |x · νi ≤ A} × (−∞, T ]), i = 1, · · · , γ, Θ̃γ+1

A,T := RN × (−∞, T ].

Now, we state our main results as follows.

Theorem 2.1. Assume that (P1)–(P4) hold. For any γ ∈ N ∪ {0}, ν1, · · · , νγ ∈
SN−1, m1, · · · ,mγ+1 ∈ R, c1, · · · , cγ ≥ c∗ and χ ∈ {0, 1} with γ + χ ≥ 2, there
exists an entire solution Zη(x, t) = (Uη(x, t), Vη(x, t)) of (1.1) such that

Z(x, t) ≤ Zη(x, t) ≤ K for (x, t) ∈ RN+1, (2.3)

where η := ηγ,χ = (c1,m1, ν1 · · · , cγ ,mγ , νγ , χmγ+1). Furthermore, we have the
following results:

(i) If (P5) holds, then Zη(x, t) ≤ Z+(x, t) for (x, t) ∈ RN+1.

(ii) If c1, · · · , cγ > c∗, then Zη(x, t) ≤ Z(x, t) for (x, t) ∈ RN+1.

Theorem 2.2. Assume that (P1)–(P4) hold and the entire solution Zη(x, t) of
system (1.1) is derived in Theorem 2.1. Then the following statements hold.

(i) If (P5) holds or c1, · · · , cγ > c∗, then 0 < Zη(x, t) < K and ∂
∂tZη(x, t) > 0

for any (x, t) ∈ RN+1.

(ii) lim
t→+∞

sup
x∈RN

‖Zηγ,1(x, t) −K‖ = 0, lim
t→+∞

sup
‖x‖≤A

‖Zηγ,0(x, t) −K‖ = 0 for any

A ∈ R+.
If (P5) holds or c1, · · · , cγ > c∗, then

lim
t→−∞

sup
‖x‖≤A

‖Zη(x, t)‖ = 0

for any A ∈ R+.

(iii) For any (x, t)∈RN+1, Zη(x, t) is increasing with respect to mi, i=1, · · · , γ+1.

(iv) Zη(x, t) → K in the sense of topology τ as mi → +∞ and uniformly on
(x, t) ∈ Θi

A,T for A, T ∈ R, i = 1, · · · , γ + 1.

Theorem 2.3. Assume that (P1)–(P4) hold and Zη(x, t) is the entire solution of
system (1.1) stated in Theorem 2.1, for any ν ∈ SN+1 and c ≥ c∗, then the following
statements hold.

(i) If (P5) holds and there exists i0 ∈ {1, · · · , γ} such that cν · νi < ci for any
i ∈ {1, · · · , γ}\{i0}, then it holds
(a) for cν · νi0 = ci0 , Zη(x − ctν, t) → Φci0 (x · νi0 + mi0) as t → −∞ in the
sense of topology τ ;
(b) for cν · νi0<ci0 , Zη(x− ctν, t)→0 as t→ −∞ in the sense of topology τ ;
(c) for cν · νi0>ci0 , Zη(x− ctν, t)→K as t→ −∞ in the sense of topology τ .

(ii) If (P5) holds and there exists i0 ∈ {1, · · · , γ} such that cν · νi > ci for any
i ∈ {1, · · · , γ}\{i0}, we have
(a) for cν · νi0 = ci0 , Zη(x − ctν, t) → Φci0 (x · νi0 + mi0) as t → +∞ in the
sense of topology τ ;
(b) for cν · νi0>ci0 , Zη(x− ctν, t)→0 as t→ +∞ in the sense of topology τ ;
(c) for cν · νi0<ci0 , Zη(x− ctν, t)→K as t→ +∞ in the sense of topology τ .
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(iii) For any c1, · · · , cγ > c∗ and x ∈ RN ,

Zηγ,1(x, t) ∼ Γ(t+mγ+1) ∼ (1, b∗)e
λ∗(t+mγ+1) and Zηγ,0(x, t) = O(eΛt),

as t→ −∞, where Λ := mini=1,··· ,γ{ciλ1(ci)}.
(iv) For any A, T ∈ R,

Zηγ,1(x, t)→ Zηγ,0(x, t)

as mγ+1 → −∞ in the sense of topology τ , and uniformly on (x, t) ∈ Θ̃i
A,T .

(v) If ci0 > c∗, for some i0 ∈ {1, · · · , γ}, then for any A, T ∈ R,

Zη(x, t)→ Zci,mi,i∈{1,··· ,γ}\{i0};mγ+1
(x, t)

as mi0 → −∞ in the sense of topology τ , and uniformly on (x, t) ∈ Θ̃i
A,T .

Theorem 2.4. Assume that (P1) and (P6) hold. For any l ∈ N∪{0}, ζ1, · · · , ζl+1 ∈
R, ν1, · · · , νl ∈ SN−1, c1, · · · , cl ≥ c∗ and χ ∈ {0, 1} with l + χ ≥ 1, there exists an
entire solution Zζ(x, t) = (Uζ(x, t), Vζ(x, t)) of system (1.1) such that Zζ(x, t) > 0
for (x, t) ∈ RN+1 and

Z(x, t) ≤ Zζ(x, t) ≤ K+ for (x, t) ∈ RN+1, (2.4)

where ζ := ζl,χ = (c1, n1, ν1, · · · , cl, nl, νl;χnl+1).

Furthermore, the following results hold,

(i) If (P7) holds, then

Zζ(x, t) ≤ Z+(x, t) for (x, t) ∈ RN+1. (2.5)

(ii) If c1, · · · , cl > c∗, then

Zζ(x, t) ≤ Z(x, t) for (x, t) ∈ RN+1. (2.6)

(iii) If (P7) holds or c1, · · · , cl > c∗, then

lim
t→−∞

sup
‖x‖≤N

|Zζ(x, t)| = 0 for any N ∈ R+.

(iv) lim
t→+∞

inf inf
x∈RN

Zζl,1(x, t) ≥ K− and lim
t→+∞

inf inf
‖x‖≤N

Zζl,0(x, t) ≥ K− for any

N ∈ R+.

(v) If c1, · · · , cl > c∗, then for every x ∈ RN , as t→ −∞,

Zζl,1(x, t) ∼ (1, b∗)e
λ∗(t+nl+1) and Zζl,0(x, t) = O(eΛt),

where Λ := mini=1,··· ,l{ciλ1(ci)}.

Remark 2.1. The convexity assumptions, special symbols, definitions and assump-
tions in the process of proving these main results, such as (P5), (P6), (P7) etc, will
be given in the latter.



Existence and qualitative features... 1775

3. Entire solutions for quasi-monotone system

In this section, we consider the entire solutions of (1.1) with monstable quasi-
monotone nonlinearity. At first, we give some preliminaries for the existence and
asymptotic behavior of traveling wave fronts and spatially independent solutions
of (1.1). Then, we consider the initial value problem of (1.1) and establish some
comparison theorems and the upper estimate. Lastly, we prove the existence and
investigate some qualitative features of the entire solutions of (1.1).

3.1. Traveling wave fronts and spatially independent solutions

In this subsection, we will first investigate the characteristic roots of the linearized
equations for the profile equations (2.1) at the equilibria 0. From (2.1) and the
notations in (P1), the linearized equations with respect to the trivial equilibrium 0
can be represented by{

cu′1(ξ) = d1u
′′
1(ξ) + α1u1(ξ) + β1u2(ξ − cτ1),

cu′2(ξ) = d2u
′′
2(ξ) + α2u2(ξ) + β2u1(ξ − cτ2).

(3.1)

From (3.1), one can see that characteristic equation at 0 has the form

∆1(c, λ) ,
(
d1λ

2 − cλ+ α1

)(
d2λ

2 − cλ+ α2

)
− β1β2e

−cλτ for τ = τ1 + τ2.

For convenience, we denote

fi(c, λ) := diλ
2 − cλ+ αi for i = 1, 2

and

λ±1 : =
c±
√
c2 − 4d1α1

2d1
, λ±2 :=

c±
√
c2 − 4d2α2

2d2
,

λcm : = min{λ+
1 , λ

+
2 }, λcM := max{λ+

1 , λ
+
2 }.

Similar to Lemmas 2.2 in [15], we easily obtain the following conclusions.

Lemma 3.1. Assume that (P1) and (P3) hold. There exists a positive constant c∗
such that

(i) if c ≥ c∗, then ∆1(c, λ) = 0 has two positive real roots λ1 := λ1(c) and
λ2 := λ2(c) with 0 < λ1 ≤ λ2 < λcm. Moreover, if c > c∗, then λ1 < λ2 and
∆1(c, λ) > 0 in λ ∈ (λ1, λ2) and if c = c∗, then λ0 := λ1(c∗) = λ2(c∗).

(ii) if ε > 0 and small enough, we have ∆1(c, λ1 + ε) > 0 and fi(c, λ1 + ε) < 0 for
i = 1, 2.

Moreover, by using the theory in [26], the existence of traveling wave fronts of
(2.1) can be reduced to look for a pair of suitable upper and lower solutions of
(2.1). Inspiration from the upper and lower solutions of papers [15] and [39], the
lower solution we choose coming from in [15], in order to get the upper estimate
of traveling wave solutions, we choose the upper solution by means of the method
in [39]. For completeness, we recall the definition for upper and lower solutions of
system (2.1).
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Definition 3.1. A continuous function Φ̄(ξ) = (φ̄1(ξ), φ̄2(ξ)) is called an upper
solution of (2.1) if it is differentiable except at countable points and satisfies the
following inequality{

cφ̄′1(ξ) ≥ d1φ̄
′′
1(ξ) + h(φ̄1(ξ), φ̄2(ξ − cτ1)),

cφ̄′2(ξ) ≥ d2φ̄
′′
2(ξ) + g(φ̄1(ξ − cτ2), φ̄2(ξ)).

(3.2)

The lower solution Φ(ξ) = (φ
1
(ξ), φ

2
(ξ)) of (2.1) can be similarly defined by only

reversing the inequalities, i.e.,{
cφ′

1
(ξ) ≤ d1φ

′′
1
(ξ) + h(φ

1
(ξ), φ

2
(ξ − cτ1)),

cφ′
2
(ξ) ≤ d2φ

′′
2
(ξ) + g(φ

1
(ξ − cτ2), φ

2
(ξ)).

(3.3)

Let

C[0,K](R,R2) =
{

Ψ : Ψ(ξ) ∈ C(R,R2), 0 ≤ Ψ(ξ) ≤ K for all ξ ∈ R.
}

Assume that (2.1) has an upper solution Φ̄(ξ) ∈ C[0,K](R,R2) and a lower solution
Φ(ξ) ∈ C[0,K](R,R2) satisfying the following conditions.

(H1) 0 ≤ Φ(ξ) ≤ Φ̄(ξ) ≤ K.

(H2) sup
y≤ξ

Φ(y) ≤ Φ̄(ξ) for any ξ ∈ R.

Similar to the frameworks of [26], we can verify the existence of traveling wave
fronts as follows.

Proposition 3.1. Assume that (P1)–(P4) hold. If (2.1) has an upper solution Φ̄(ξ)
and a lower solution Φ(ξ) satisfying (H1)–(H2), in addition, h(Φ̂) 6= 0, g(Φ̂) 6=
0 for Φ̂ ∈ (0, infξ∈R Φ̄(ξ)] ∪ [supξ∈R Φ(ξ),K), then (2.1) has a monotone solution
Φ(ξ) = (φ1(ξ), φ2(ξ)) satisfying (2.2), which is a traveling wave front of (1.1).

According to Proposition 3.1, to obtain the existence result for (2.1), we only
need to find a pair of upper and lower solutions of (2.1) satisfying the conditions of
proposition 3.1. The construction and the proof process of upper and lower solutions
are from [39, Lemma 2.2] and [15, Lemma 3.3]. In order to prove the upper and
lower solutions, we first recall two lemmas [14, Lemmas 3.1 & 3.2], both proofs are
straightforward and skipped.

Lemma 3.2 (Lemma 3.1, [14]). If Φ(ξ) and Ψ(ξ) satisfy the inequality (3.2) ((3.3),
resp.) for ξ in an open interval I ⊆ R. Then the function ψ(ξ) defined by

ψ(ξ) := min{Φ(ξ),Ψ(ξ)} (ψ(ξ) := max{Φ(ξ),Ψ(ξ)}, resp.)

also satisfies the inequality (3.2) ((3.3), resp.) for ξ ∈ I.

Lemma 3.3 (Lemma 3.2, [14]). Let A = (aij) be a two by two matrix such that
aii < 0, i = 1, 2 and aij > 0 for i 6= j. Then the system of the following inequalities

a11x1 + a12x2 < 0 (> 0, resp.) and a21x1 + a22x2 < 0 (> 0, resp.)

have a solution (x1, x2) with xi > 0, i = 1, 2 if and only if detA > 0 (< 0, resp.).
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In the following, we use the similar methods in [14,15,39] to construct a pair of
upper and lower solutions of (2.1), respectively.

Now, we construct the upper solution of (2.1). Let us define the functions

φ̄1(ξ) = eλ1ξ and φ̄2(ξ) = b(c)eλ1ξ,

where ξ̄1 := ln k1/λ1 and ξ̄2 := (ln k2 − ln b(c))/λ1. Let b(c) := β2e
−cλ1τ2/(cλ1 −

d2λ
2
1 − α2) = (cλ1 − d1λ

2
1 − α1)/β1e

−cλ1τ1 and ξ̄ := min{ξ̄1, ξ̄2} > 0 .

Lemma 3.4. Assume that (P1), (P3) hold. If c > c∗, then φ̄(ξ) = (φ̄1(ξ), φ̄2(ξ))
satisfies (3.2) for ξ < ξ̄.

Proof. The result can be proved by elementary computations. For the details,
see part A of the Appendix.

Obviously, the equilibrium (k1, k2) is also an upper solution of (2.1). Let us
define Ψ̄(ξ) = (ψ̄1(ξ), ψ̄2(ξ)) by

ψ̄i(ξ) = min{ki, φ̄i(ξ)} =

{
φ̄i(ξ), for ξ ≤ ξ̄i,
ki, for ξ ≥ ξ̄i.

(3.4)

By Lemmas 3.2 and 3.4, Ψ̄(ξ) satisfies (3.2) for ξ ∈ R except at finitely many points,
i.e. Ψ̄(ξ) is an upper solution of (2.1). This completes the proof.

Next, let us start building the lower solution of (2.1). Defining the function as
follows:

φ
i
(ξ) := κie

λ1ξ(1− δieεξ), i = 1, 2,

where ε > 0, κi > 0 and δi > 1 are constants and will be determined later.

Lemma 3.5. Assume that (P1) and (P3) hold. If c > c∗, then there exist positive
constants κi, ε and δi > 1, i = 1, 2, ξ ≤ 0, such that φ(ξ) = (φ

1
(ξ), φ

2
(ξ)) satisfies

(3.3) for ξ ≤ ξ.

Proof. The result can be proved by Lemmas 3.1 and 3.3. For the tedious details,
see part B of the Appendix.

Obviously, the equilibrium 0 is also a lower solution of (2.1). Let us define
Ψ(ξ) = (ψ

1
(ξ), ψ

2
(ξ)) by

ψ
i
(ξ) = max{0, φ

i
(ξ)} =

{
φ
i
(ξ), for ξ ≤ ξ

i
,

0, for ξ ≥ ξ
i
.

(3.5)

Note that 0 ≤ ψ
i
≤ ki for i = 1, 2. By Lemmas 3.2 and 3.5, Ψ(ξ) also satisfies (3.3)

for all ξ ∈ R except at finitely many points, i.e. Ψ(ξ) (i.e., (3.5)) is a lower solution
of (2.1). This completes the proof.

Inspired by the framework of [39, Theorem 2.3], we can obtain the following
existence and asymptotic behavior of traveling wave fronts of (1.1).

Theorem 3.1. Let (P1)–(P3). For each c ≥ c∗, system (1.1) has a traveling wave
front Φ(ξ) := (φ(ξ), ψ(ξ)), ξ = x · ν + ct, which satisfies Φ(−∞) = 0, Φ(+∞) = K
and Φ(ξ) > 0 for all ξ ∈ R. Moreover, if c > c∗, then

lim
ξ→−∞

Φ(ξ)e−λ1(c)ξ = (1, b(c)) and Φ(ξ) ≤ (1, b(c))eλ1(c)ξ for all ξ ∈ R. (3.6)
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Then, we consider the solution Γ = (Γ1,Γ2) of the following delayed differential
system {

Γ′1(t) = h(Γ1(t),Γ2(t− τ1)),

Γ′2(t) = g(Γ1(t− τ2),Γ2(t)),
(3.7)

subject to the boundary conditions

Γ(−∞) = 0 and Γ(+∞) = K, (3.8)

which is called spatially independent heteroclinic solution of (1.1). Obviously, the
characteristic function for (3.7) with respect to (0, 0) is given by

∆2(c, λ) := (λ− α1)(λ− α2)− β1β2e
−λ(τ1+τ2).

Employing the framework of [39, Lemma 2.4] on careful local analysis near the
equilibria 0 of (3.7), we can obtain that ∆2(c, λ) = 0 has a unique real root λ∗ > 0.
And similar to [39, Theorem 2.5], we have the following result.

Theorem 3.2. Assume that (P1)–(P3) hold. There exists a solution Γ = (Γ1,Γ2)
of (3.7) and (3.8) such that

Γ(t) > 0, lim
t→−∞

Γ(t)e−λ∗t = (1, b∗) and Γ(t) ≤ (1, b∗)e
λ∗t for all t ∈ R,

where b∗ = β2e
−λ∗τ2/(λ∗ − α2).

3.2. Initial value problem

In the subsection, we shall give the well posedness of the initial value problem of
(1.1) and establish some comparison theorems of (1.1). A priori estimate of solutions
of (1.1) is also established. For convenience, some notations and definitions are
introduced.

Notation 3.1. (1) Let X := BUC(RN ,R2) be the Banach space of all bounded
and uniformly continuous functions from RN into R2 with the supremum norm
‖ · ‖X . Moreover, we denote

X+ := {ϕ = (ϕ1, ϕ2) ∈ X : ϕi(x) ≥ 0, x ∈ RN , i = 1, 2}.

(2) Let τ := max{τ1, τ2} and C := C([−τ, 0], X) be the Banach space of contin-
uous functions from [−τ, 0] into X with the supremum norm. Moreover, we denote
C+ := {φ ∈ C : φ(s) ∈ X+, s ∈ [−τ, 0]}.

(3) Denote the spaces

X[0,K] := {ϕ ∈ X : ϕ(x) ∈ [0,K], x ∈ RN}, (3.9)

C[0,K] := {φ ∈ C : φ(x, s) ∈ [0,K], x ∈ RN , s ∈ [−τ, 0]}. (3.10)

(4) As usual, we identity an element φ ∈ C as a function from R × [−τ, 0] into
R2 defined by φ(x, s) = φ(s)(x).

According to the above notations, it is verified to see that X+ and C+ are closed
cones of X and C, respectively.
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For any continuous function Z : [−τ, b)→ X, b > 0, we define Zt ∈ C, t ∈ [0, b)
by Zt(s) = Z(t + s), s ∈ [−τ, 0]. Then t → Zt is a continuous function from [0, b)
to C. Let us define F = (F1,F2) : C[0,K] → X by

F1(φ1, φ2)(x, 0) = L1φ1(x, 0) + h(φ1(x, 0), φ2(x,−τ1)),

F2(φ1, φ2)(x, 0) = L2φ2(x, 0) + g(φ1(x,−τ2), φ1(x, 0)),

where L1 := max(u,v)∈[0,K] |∂1h(u, v)| and L2 := max(u,v)∈[0,K] |∂2g(u, v)|. It is
clear to see that F : C[0,K] → X is globally Lipschitz continuous.

We consider the initial value problem of (1.1) with the following initial data

u(x, s) = φ1(x, s), v(x, s) = φ2(x, s), x ∈ RN , s ∈ [−τ, 0], (3.11)

where (φ1, φ2) ∈ C. Let T (t) = (T1(t), T2(t)) (t > 0) be a family of linear operators
on X defined by

T (t)[ϕ] := (T1(t)[ϕ], T2(t)[ϕ]), ϕ = (ϕ1, ϕ2) ∈ X,

where

Ti(x, t) :=
1

(4πdit)N/2
exp

{
− ‖ x ‖

2

4dit
− Lit

}
, i = 1, 2. (3.12)

It is clear that T (t) is a linear semigroup on X and T (t)X+ ⊂ X+.

Definition 3.2. A continuous function Z = (u, v) : [−τ, b) → X[0,K], b > 0 is
called an upper solution (or a lower solution) of (1.1) on [0, b) if

Z(t) ≥ (or ≤)T (t− r)Z(r) +

∫ t

r

T (t− %)F (Z%)d%

for any 0 ≤ % < t < b. If Z is both an upper and a lower solution on [0, b), then it
is said to be a mild solution of (1.1).

Remark 3.1. Assume that Z = (u, v) : R× [−τ, b)→ X[0,K] with b > 0 and Z is
C in x ∈ RN , and C1 in t ∈ [0, b) and satisfies the following inequality

∂u(x, t)

∂t
≥ (≤)d1∆u(x, t) + h(u(x, t), v(x, t− τ1)),

∂v(x, t)

∂t
≥ (≤)d2∆v(x, t) + g(u(x, t− τ2), v(x, t)),

x ∈ RN , 0 < t < b.

Then by the positivity of T (t) : X+ → X+, it follows that Definition 3.2 holds, and
hence Z is an upper solution (or a lower solution) of (1.1) on [0, b).

By using the theory of abstract functional differential equations ( [27], Corollary
5), it is easy to prove the following result (the similar result can be found in [21,35,
39,42] and some references cited therein).

Lemma 3.6. Assume that (P1) and (P2) hold. Consider the problem of system
(1.1) with the initial data (3.11).

(1) For any φ ∈ C[0,K], (1.1) has a unique solution Z(x, t;φ) on (x, t) ∈ RN ×
[0,+∞) with 0 ≤ Z(x, t;φ) ≤ K. Moreover, Z(x, t;φ) is a classical solution
of (1.1) for (x, t) ∈ RN × (0,+∞).
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(2) Letting Z+(x, t) and Z−(x, t) be a pair of upper and lower solutions of (1.1)
on [0,+∞) with Z+(x, s) ≥ Z−(x, s) for x ∈ RN and s ∈ [−τ, 0], it holds
0 ≤ Z−(x, t) ≤ Z+(x, t) ≤ K for (x, t) ∈ RN × [0,+∞).

According to the standard parabolic estimates (see Friedman [10]), similar to
the proof of Proposition 4.3 in [35] and Lemma 2.10 in [39]. We have the following
important results.

Lemma 3.7. Suppose Z(x, t) = (u(x, t), v(x, t)) is a solution of (1.1) with initial
value φ = (φ1, φ2) ∈ C[0,K], then there exists a positive constant M > 0 independent
of φ, such that for any η > 0, x ∈ RN and t > 3(τ + 1),

‖ ∂tZ(x, t) ‖, ‖ ∂txiZ(x, t) ‖, ‖ ∂ttZ(x, t) ‖, ‖ ∂xiZ(x, t) ‖, ‖ ∂xitZ(x, t) ‖≤M,

‖ ∂xixjZ(x, t) ‖, ‖ ∂x2
i t
Z(x, t) ‖, ‖ ∂x2

ixj
Z(x, t) ‖≤M, ∀i, j = 1, · · · , N. (3.13)

Lemma 3.8. Assume that (P1)–(P3) hold. Let Z+ := (u+, v+) ∈ C(RN×[−τ,+∞),
[0,+∞)2) and Z− := (u−, v−) ∈ C(RN × [−τ,+∞), (−∞, k1] × (−∞, k2]) be such
that Z+(x, s) ≥ Z−(x, s) for x ∈ RN , s ∈ [−τ, 0], if{

u+
t (x, t) ≥ d1∆u+(x, t) + α1u

+(x, t) + β1v
+(x, t− τ1),

v+
t (x, t) ≥ d2∆v+(x, t) + α2v

+(x, t) + β2u
+(x, t− τ2),

(3.14)

and {
u−t (x, t) ≤ d1∆u−(x, t) + α1u

−(x, t) + β1v
−(x, t− τ1),

v−t (x, t) ≤ d2∆v−(x, t) + α2v
−(x, t) + β2u

−(x, t− τ2),
(3.15)

for x ∈ RN and t > 0, then Z+(x, t) ≥ Z−(x, t) for all x ∈ RN and t ≥ 0.

To obtain another comparison theorem which will be used to construct upper
estimates, we need the concavity assumption of the functions g and h, technically.

(P5) Assume that (ui, vi) ∈ [0,K], for i = 1, · · ·m ∈ Z+, then

and

L1 min
{
k1,

m∑
i=1

ui
}

+ h
(

min{k1,
m∑
i=1

ui},min{k2,
m∑
i=1

vi}
)

≤
m∑
i=1

{
L1ui + h(ui, vi)

}
L2 min

{
k2,

m∑
i=1

vi
}

+ g
(

min{k1,
m∑
i=1

ui},min{k2,
m∑
i=1

vi}
)

≤
m∑
i=1

{
L2vi + g(ui, vi)

}
.

It is easy to see that (P5) is a general condition, but also holds for various
models, see [20,39,42] for some special cases.

Lemma 3.9. Assume that (P1)–(P5) hold. Let Z0
i (i = 1, · · · ,m), Z0 ∈ C[0,K] be

m+ 1 given functions with

Z0(x, s) ≤ min
{

K,

m∑
i=1

Z0
i (x, s)

}
, x ∈ RN , s ∈ [−τ, 0], where m ∈ Z+.
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Let Zi (i = 1, · · · ,m) and Z be the solutions of the Cauchy problems of (1.1) with
the initial values

Zi(x, s) = Z0
i (x, s), x ∈ RN , s ∈ [−τ, 0]

and
Z(x, s) = Z0(x, s), x ∈ RN , s ∈ [−τ, 0],

respectively. Then

0 ≤ Z(x, t) ≤ min
{

K,

m∑
i=1

Zi(x, t)
}

for all x ∈ RN and t ≥ 0.

Proof. SetW (x, t) = (W1(x, t),W2(x, t)) := min
{

K,
∑m
i=1 Zi(x, t)

}
, then Z(x, s)

≤ W (x, s) for x ∈ RN and s ∈ [−τ, 0]. By Lemma 3.6, it need to show that
W (t)(·) = W (·, t) ∈ C([−τ,+∞), X[0,K]) is an upper solution of (1.1), i.e.,

T (t− r)[W (r)](x) +

∫ t

r

T (t− %)[F (W%)](x)d% ≤W (t)(x) (3.16)

for 0 ≤ r < t < +∞. Since β1 ≥ 0, β2 ≥ 0, it holds

T (t− r)[W (r)](x) +

∫ t

r

T (t− %)[F (W%)](x)d% ≤ K (3.17)

for 0 ≤ r < t < +∞. We only need to show that

T (t− r)[W (r)](x) +

∫ t

r

T (t− %)[F (W%)](x)d% ≤
m∑
i

Zi(t)(x) (3.18)

for 0 ≤ r < t < +∞, where Zi(t)(·) = Zi(·, t) ∈ C([−τ,+∞), X[0,K]). By (P5), we
have

F1(W%)(x) = L1W1(x, %) + h(W1(x, %),W2(x, %− τ1))

= L1 min
{
k1,

m∑
i=1

ui(x, %)
}

+ h
(

min
{
k1,

m∑
i=1

ui(x, %)
}
,min

{
k2,

m∑
i=1

vi(x, %− τ1)
})

≤
m∑
i=1

{
L1ui(x, %) + h(ui(x, %), vi(x, %− τ1))

}
=

m∑
i=1

F1((Zi)%)(x).

Similarly, we obtain

F2(W%)(x) = L2W2(x, %) + g(W1(x, %− τ2),W2(x, %)) ≤
m∑
i=1

F2((Zi)%)(x).

And we easily see that

T (t− r)[Zi(r)](x) +

∫ t

r

T (t− %)[F ((Zi)%)](x)d% = Zi(t)(x), i = 1, 2, · · · ,m
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for 0 ≤ r < t < +∞, then

T (t− r)[W (r)](x) +

∫ t

r

T (t− %)[F (W%)](x)d%

≤
m∑
i=1

{
T (t− r)[Zi(r)](x) +

∫ t

r

T (t− %)[F ((Zi)%)](x)d%
}

=

m∑
i=1

Zi(t)(x),

for 0 ≤ r < t < +∞, which implies that (3.18) holds. Therefore, (3.16) is estab-
lished, i.e., W (x, t) is an upper solution of (1.1).

3.3. Existence of entire solutions in the quasi-monotone case

In this subsection, we are ready to prove the existence result of entire solutions
by using the properties of previous subsections to obtain some appropriate upper
estimates for solutions of (1.1) which are inspired by the works [39,42].

For any n ∈ N, γ ∈ N∪{0}, ν1, · · · , νγ ∈ SN−1, m1, · · · ,mγ+1 ∈ R, c1, · · · , cγ ≥
c∗ and χ ∈ {0, 1} with γ + χ ≥ 2, we denote

zn(x, s) := max
{

max
i=1,··· ,γ

Φci(x · νi + cis+mi), χΓ(s+mγ+1)
}
,

Z(x, t) := max
{

max
i=1,··· ,γ

Φci(x · νi + cit+mi), χΓ(t+mγ+1)
}
,

where x ∈ RN , s ∈ [−n− τ,−n] and t > −n. Let Zn(x, t) := (un(x, t), vn(x, t)) be
the unique solution of the initial value problem

ut = d1∆u(x, t) + h(u(x, t), v(x, t− τ1)),

vt = d2∆v(x, t) + g(u(x, t− τ2), v(x, t)),

(u(x, s), v(x, s)) = zn(x, s),

(3.19)

for x ∈ RN , s ∈ [−n− τ,−n] and t > −n. From Lemma 3.6, we have

Z(x, t) ≤ Zn(x, t) ≤ K for x ∈ RN , t ≥ −n− τ.

The following results provide the appropriate upper estimates of Zn(x, t).

Lemma 3.10. Assume that (P1)–(P5) hold. The unique solution Zn(x, t) of (3.19)
satisfies

Zn(x, t) ≤ Z+(x, t) := min{K,Q(x, t)} for x ∈ RN , t ≥ −n− τ,

where Q(x, t) :=
∑γ
i=1 Φci(x · νi + cit+mi) + χΓ(t+mγ+1).

Proof. According to Lemma 3.9, it is easy to see that the conclusion holds.

Lemma 3.11. Assume that (P1)–(P4) hold. If c1, · · · , cγ > c∗, then the unique
solution Zn(x, t) of (3.19) satisfies

Zn(x, t) ≤ Z(x, t) := min{K, Q1(x, t), Q2(x, t)} for x ∈ RN , t ≥ −n− τ,
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where

Q1(x, t) := min
1≤i0≤γ

{
Φci0 (x · νi0 + ci0t+mi0) + χ(1, b∗)e

λ∗(t+mγ+1)

+
∑

1≤i≤γ,i6=i0

(1, b(ci))e
λ1(ci)(x·νi+cit+mi)

}
,

Q2(x, t) :=
∑

1≤i≤γ

(1, b(ci))e
λ1(ci)(x·νi+cit+mi) + χΓ(t+mγ+1).

Proof. For x ∈ RN and t ≥ −n− τ , we know Zn(x, t) ≤ K. Then, we only need
to prove that Zn(x, t) ≤ Qi(x, t) (i = 1, 2) for x ∈ RN and t ≥ −n − τ . We only
prove Zn(x, t) ≤ Q1(x, t), since Zn(x, t) ≤ Q2(x, t) can be proved, similarly.

Given i0 ∈ {1, 2, · · · , γ}, set

wn(x, t) = (wn1 (x, t), wn2 (x, t)) := Zn(x, t)− Φci0 (x · νi0 + ci0t+mi0).

Then 0 ≤ wn(x, t) ≤ K for x ∈ RN and t ≥ −n− τ . By (P1), it holds
∂tw

n
1 ≤ d1∆wn1 (x, t) + α1w

n
1 (x, t) + β1w

n
2 (x, t− τ1),

∂tw
n
2 ≤ d2∆wn2 (x, t) + α2w

n
2 (x, t) + β2w

n
1 (x, t− τ2),

wn(x, s) := Zn(x, s)− Φci0 (x · νi0 + ci0s+ hi0),

(3.20)

where x ∈ RN , t > −n, s ∈ [−n− τ,−n]. Let

V (x, t) =(V1(x, t), V2(x, t))

:=
∑

1≤i≤γ,i 6=i0

(1, b(ci))e
λ1(ci)(x·νi+cit+mi) + χ(1, b∗)e

λ∗(t+mγ+1),

where b∗ = β2e
−λ∗τ2/(λ∗ − α2) and

b(c) = −β2e
−cλ1(c)τ2/(d2λ

2
1(c)− cλ1(c) + α2).

It is easy to show that{
∂tV1 = d1∆V1(x, t) + α1V1(x, t) + β1V2(x, t− τ1),

∂tV2 = d2∆V2(x, t) + α2V2(x, t) + β2V1(x, t− τ2),

where x ∈ RN , t > −n. According to Theorems 3.1 and 3.2, we have

wn(x, s) =Zn(x, s)− Φci0 (x · νi0 + ci0s+ hi0)

≤
∑

1≤i≤γ,i6=i0

Φci(x · νi + cis+mi) + χΓ(s+mγ+1)

≤
∑

1≤i≤γ,i6=i0

(1, b(ci))e
λ1(ci)(x·νi+cis+mi) + χ(1, b∗)e

λ∗(s+mγ+1)

=V (x, s)

for x ∈ RN , s ∈ [−n− τ,−n]. According to Lemma 3.8, it holds wn(x, t) ≤ V (x, t)
for all x ∈ RN , t ≥ −n− τ , i.e.,

Zn(x, t) ≤Φci0 (x · νi0 + ci0t+mi0) + χ(1, b∗)e
λ∗(t+mγ+1)
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+
∑

1≤i≤γ,i6=i0

(1, b(ci))e
λ1(ci)(x·νi+cit+mi).

By the arbitrariness of i0, we can get Zn(x, t) ≤ Q1(x, t) for all x ∈ RN and
t ≥ −n− τ . This completes the proof.

3.3.1. Proof of Theorem 2.1

Proof. Let F1(φ1, φ2τ1)(ξ) = L1φ1(ξ)+h(φ1(ξ), φ2(ξ−cτ1)) and F2(φ1τ2 , φ2)(ξ) =
L2φ2(ξ) + g(φ1(ξ − cτ2), φ2(ξ)), then we have{

d1φ
′′
1(ξ)− cφ′1(ξ)− L1φ1(ξ) + F1(φ1, φ2τ1)(ξ) = 0,

d2ψ
′′
2 (ξ)− cφ′2(ξ)− L2φ2(ξ) + F2(φ1τ2 , φ2)(ξ) = 0.

(3.21)

In view of (φ1(ξ), φ2(ξ)) ∈ [0,K] and ∂2h(u, v) ≥ 0, ∂1g(u, v) ≥ 0 for (u, v) ∈ [0,K],
we have

F1(φ1, φ2τ1)(ξ) ≥ L1φ1(ξ) + h(φ1(ξ), 0) ≥ 0,

F2(φ1τ2 , φ2)(ξ) ≥ L2φ2(ξ) + g(0, φ2(ξ)) ≥ 0,

for ξ ∈ R. By the theory of the ordinary differential equation, we can obtainφ1(ξ) = 1
λ+
1 −λ

−
1

[
∫ ξ
−∞ eλ

−
1 (ξ−s)F1(φ1, φ2τ1)(s)ds+

∫ +∞
ξ

eλ
+
1 (ξ−s)F1(φ1, φ2τ1)(s)ds],

φ2(ξ) = 1
λ+
2 −λ

−
2

[
∫ ξ
−∞ eλ

−
2 (ξ−s)F2(φ1τ2 , φ2)(s)ds+

∫ +∞
ξ

eλ
+
2 (ξ−s)F2(φ1τ2 , φ2)(s)ds].

(3.22)

It is easy to see that

0 ≤φ′1(ξ)

=
1

λ+
1 − λ

−
1

{∫ ξ

−∞
λ−1 e

λ−
1 (ξ−s)F1(φ1, φ2τ1)(s)ds

+

∫ +∞

ξ

λ+
1 e

λ+
1 (ξ−s)F1(φ1, φ2τ1)(s)ds

}
=

d1√
c2 − 4d1α1

{∫ ξ

−∞
λ−1 e

λ−
1 (ξ−s)F1(φ1, φ2τ1)(s)ds

+

∫ +∞

ξ

λ+
1 e

λ+
1 (ξ−s)F1(φ1, φ2τ1)(s)ds

}
≤ 2d1√

c2 − 4d1α1

{
L1k1 + max

(u,v)∈[0,K]
|h(u, v)|

}
≤M0, ∀ξ ∈ R,

where M0 is a positive constant. Similarly, 0 ≤ φ′2(ξ) ≤ M0 can be obtained. And
it is easy to verify that there exists a constant M > 0 such that

sup
x∈RN

|zni (x+ `, 0)− zni (x, 0)| ≤M`, i = 1, 2, for any ` > 0.

We know that Zn(x, t) = (un(x, t), vn(x, t)) is the unique solution of the initial
problem of (3.19). By Lemma 3.6, we have

Z(x, t) ≤ Zn(x, t) ≤ Zn+1(x, t) ≤ K (3.23)
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for all x ∈ RN and t ≥ −n. From a priori estimate of Lemma 3.7, there exists
a positive constant C (independent of n) such that for any η > 0, x ∈ RN and
t > −n+ 3(τ + 1),

‖ ∂tZn(x, t) ‖, ‖ ∂txiZn(x, t) ‖, ‖ ∂ttZn(x, t) ‖, ‖ ∂xiZn(x, t) ‖, ‖ ∂xitZn(x, t) ‖,
‖ ∂xixjZn(x, t) ‖, ‖ ∂x2

i t
Zn(x, t) ‖, ‖ ∂x2

ixj
Zn(x, t) ‖≤ C, ∀i, j = 1, · · · , N.

Then there exist a function Zη(x, t) satisfying 0 ≤ Zη(x, t) ≤ K and a subse-
quence {Znk(x, t)}k∈N of {Zn(x, t)}n∈N (by a diagonal extraction process) such
that {Znk(x, t)}k∈N, {Znkt (x, t)}k∈N, {∆Znk(x, t)}k∈N converge uniformly in any
compact set G ⊂ RN to

Zη(x, t),
∂

∂t
Zη(x, t), ∆Zη(x, t)

respectively. Since Zn(x, t) ≤ Zn+1(x, t) for (x, t) ∈ RN × [−n,+∞), we have
limn→∞Zn(x, t) = Zη(x, t). Obviously, Zη(x, t) is an entire solution of (1.1). In
particular, by (3.23), (2.3) holds. Moveover, by Lemmas 3.10 and 3.11, the asser-
tions of (i) and (ii) hold.

Remark 3.2. The entire solutions obtained in Theorem 2.1 contain the traveling
wave fronts Φ(ξ) and the spatial independent solution Γ(t) when γ + χ ≥ 1.

3.4. Qualitative properties of the entire solutions

In the previous subsection, some new types of entire solutions of (1.1) were con-
structed by considering a combination of any finite number of traveling waves with
speeds c ≥ c∗ and propagation directions and a spatial independent solution. In this
subsection, we further investigate some qualitative properties of the entire solutions,
i.e. we will prove Theorems 2.2 and 2.3.

3.4.1. Proof of Theorem 2.2.

Proof. (i) We prove Zη(x, t) > 0 for all (x, t) ∈ RN+1. Since

Zn(x, t) ≥ Z(x, t) ≥ Z(x, s) = zn(x, s) = Zn(x, s)

for x ∈ RN , s ∈ [−n − τ,−n] and t > −n. Then, it follows from Lemma 3.6
that ∂

∂tZ
n(x, t) ≥ 0 for (x, t) ∈ RN × [−n,+∞). Therefore, ∂

∂tZη(x, t) ≥ 0 for all

(x, t) ∈ RN+1. First, we prove ∂
∂tUη(x, t) > 0 for all (x, t) ∈ RN+1. Note that

∂2

∂t2
Uη =d1∆(Uη)t + ∂1h(Uη, Vη(x, t− τ1))(Uη)t(x, t)

+ ∂2h(Uη, Vη(x, t− τ1))(Vη)t(x, t− τ1)

≥d1∆(Uη)t +Kh(Uη)t(x, t),

where x ∈ RN and Kh := min(u,v)∈[0,K] ∂1h(Uη, Vη(x, t − τ1)) < 0. For any given
r ∈ R, it holds

(Uη)t(x, t) ≥
∫
RN

K1(x− y, t− r)(Uη)t(y, r)dy ≥ 0, x ∈ RN , t > r, (3.24)
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where K1(x, t) = 1
(4d1πt)N/2

exp{−‖x‖
2

4d1t
+ Kht}. Suppose to the contrary that

there exists (x0, t0) ∈ RN+1 such that (Uη)t(x0, t0) = 0, then
∫
RN K1(x0 − y, t0 −

r)(Uη)t(y, r)dy = 0, which implies that (Uη)t(x0, r) = 0 for all r ≤ t0. Hence,
limt→−∞(Uη)(x0, t) = (Uη)(x0, t0). But following from (2.3) and the facts (i) and
(ii) of the Theorem 2.1, it holds

lim
t→−∞

(Uη)(x0, t) = 0, (Uη)(x0, t0) > 0.

This contradiction yields that ∂
∂tUη(x, t) > 0 for (x, t) ∈ RN+1. Similarly, we can

show that ∂
∂tVη(x, t) > 0 for (x, t) ∈ RN+1. Therefore, we have ∂

∂tZη(x, t) > 0 for
(x, t) ∈ RN+1.

Since ∂
∂tZη(x, t) > 0 for all (x, t) ∈ RN+1, we have Zη(x, t) < K for all (x, t) ∈

RN+1 directly.

(ii) When χ = 1, then

Z(x, t) := max
{

max
i=1,··· ,γ

Φci(x · νi + cit+mi),Γ(t+mγ+1)
}
→ K

as t→ +∞, ∀x ∈ RN , the expression (2.3) and the squeezing argument implies

lim
t→+∞

sup
x∈RN

‖Zηγ,1(x, t)−K‖ = 0.

When χ = 0, then

Z(x, t) := max
i=1,··· ,γ

Φci(x · νi + cit+mi)→ K

is established as t→ +∞, ‖x‖ ≤ A. Similarly, it holds

lim
t→+∞

sup
‖x‖≤A

‖Zηγ,0(x, t)−K‖ = 0.

If (P5) holds, then

Z+(x, t) := min
{

K,

γ∑
i=1

Φci(x · νi + cit+mi) + χΓ(t+mγ+1)
}
→ 0

as t → −∞, ‖x‖ ≤ A for χ = 0 or χ = 1. According to the (i) of the Theorem 2.1
and the squeezing argument, we have

lim
t→−∞

sup
‖x‖≤A

‖Zη(x, t)‖ = 0.

(iii) The assertion is clearly established, we omit the details of the proof.
(iv) Since

Z(x, t) := max
{

max
i=1,··· ,γ

Φci(x · νi + cit+mi), χΓ(t+mγ+1)
}
→ K

asmi → +∞, when x·νi+cit ≥ A0 (A0 is an arbitrary constant). Since (x, t) ∈ Θi
A,T

for A, T ∈ R, then x ·νi+cit ≥ A+ciT := A0. Therefore, whenever χ = 0 or χ = 1,
the expression (2.3) and the squeezing argument imply Zη(x, t)→ K.
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3.4.2. Proof of Theorem 2.3.

Proof. (i) We only prove statement (a), since the others can be proved similarly.
According to (i) of Theorem 2.1, it holds

Zη(x− ctν, t) ≥ Z(x− ctν, t)
≥ max
i=1,··· ,γ

Φci((x− ctν)νi + cit+mi)

:= Φci0 (x · νi0 + (ci0 − cν · νi0)t+mi0).

Thus,

0 ≤ Zη(x− ctν, t)− Φci0 ((x− ctν)νi0 + ci0t+mi0)

= Zη(x− ctν, t)− Φci0 (x · νi0 + (ci0 − cν · νi0)t+mi0)

≤
∑

1≤i≤γ,i6=i0

Φci(x · νi + (ci − cν · νi)t+mi) + χΓ(t+mγ+1)

→ 0 as t→ −∞,

from the statement of (i), it’s easy to know Zη(x − ctν, t) → Φci0 (x · νi0 + mi0)
locally in x as t → −∞, and by Lemma 3.7, we know that the convergence also
takes place in τ , then the statement of (a) is established. Similarly, we can prove
(b)–(c) of (i) and the assertion of (ii).

(iii) When c1, · · · , cγ > c∗, the assertion of part (ii) of Theorem 2.1 implies

χΓ(t+mγ+1) ≤ Zηγ,χ(x, t)

≤
∑

1≤i≤γ

(1, b(ci))e
λ1(ci)(x·νi+cit+mi) + χ(1, b∗)e

λ∗(t+mγ+1). (3.25)

According to limt→−∞ Γ(t)e−λ∗t = (1, b∗), in order to prove the first part of this
statement, it suffices to prove that cλ1(c) > λ∗. Suppose to the contrary that there
exists c0 > c∗ such that c0λ1(c0) ≤ λ∗. Note that c0λ1(c0) − α2 − d2λ

2
1(c0) > 0.

Then we have

0 ≥ c0λ1(c0)− λ∗

= d1λ
2
1(c0) + α1 +

β1β2e
−c0λ1(c0)(τ1+τ2)

c0λ1(c0)− α2 − d2λ2
1(c0)

− λ∗

> −(λ∗ − α1) +
β1β2e

−λ∗(τ1+τ2)

λ∗ − α2

= 0.

This contradiction shows that cλ1(c) > λ∗ for any c > c∗. Since limt→−∞ Γ(t)e−λ∗t

= (1, b∗) and cλ1(c) > λ∗ for any c > c∗, this statement obviously holds.
(iv) Recall that Zn(x, t) is the unique solution of the initial value problem (3.19).

For χ = 1, let us give simple marks zn(x, s) by znηγ,1(x, s) and Zn(x, t) by Znηγ,1(x, t),
respectively. Similarly, for χ = 0, we denote zn(x, s) and Zn(x, t) by znηγ,0(x, s) and
Znηγ,0(x, t), respectively. Let

Wn(x, t) = (Wn
1 (x, t),Wn

2 (x, t)) := Znηγ,1(x, t)−Znηγ,0(x, t)
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for all (x, t) ∈ RN × [−n,+∞), we easily see that 0 ≤ Wn(x, t) ≤ K for all
(x, t) ∈ RN × [−n,+∞). By (P1), we have

∂tW
n
1 =d1∆Wn

1 (x, t) + h(Wn
1 (x, t),Wn

2 (x, t− τ1))

≤d1∆Wn
1 (x, t) + α1W

n
1 (x, t) + β1W

n
2 (x, t− τ1)

and

∂tW
n
2 =d2∆Wn

2 (x, t) + g(Wn
1 (x, t− τ2),Wn

2 (x, t))

≤d2∆Wn
2 (x, t) + α2W

n
2 (x, t) + β2W

n
1 (x, t− τ2).

Define the function

Ŵ (x, t) = (Ŵ1(x, t), Ŵ2(x, t)) := (1, b∗)e
λ∗(t+mγ+1), (x, t) ∈ RN+1.

By Theorem 3.2, we have

Wn(x, s) = Znηγ,1(x, s)−Znηγ,0(x, s) ≤ Γ(s+ h) ≤ (1, b∗)e
λ∗(s+hγ+1) = Ŵ (x, s)

for x ∈ RN and s ∈ [−n− τ,−n]. Moreover, Ŵ (x, t) satisfies the linear system{
∂tŴ1 = d1∆Ŵ1(x, t) + α1Ŵ1(x, t) + β1Ŵ2(x, t− τ1),

∂tŴ2 = d2∆Ŵ2(x, t) + α2Ŵ2(x, t) + β2Ŵ1(x, t− τ2).

Then, it follows from Lemma 3.8 that

0 ≤Wn(x, t) = Znηγ,1(x, t)−Znηγ,0(x, t) ≤ Ŵ (x, t) = (1, b∗)e
λ∗(t+mγ+1)

for all (x, t) ∈ RN × [−n,+∞). Since limn→+∞Znηγ,χ(x, t) = limn→+∞Wn(x, t) =
Zηγ,χ(x, t), it holds

0 ≤ Zηγ,1(x, t)−Zηγ,0(x, t) ≤ (1, b∗)e
λ∗(t+mγ+1) for all (x, t) ∈ RN+1,

which implies that Zηγ,1(x, t) → Zηγ,0(x, t) as mγ+1 → −∞ uniformly on (x, t) ∈
Θ̃γ+1
A,T for any A, T ∈ R, for any subsequence m`

γ+1 with m`
γ+1 → −∞ as `→ +∞,

the functions Zη`γ,1(x, t) (η`γ,1 := (c1,m1, ν1, · · · , cγ ,mγ , νγ ,m
`
γ+1)) converge to a

solution of (1.1) (up to extraction of some subsequence) in the sense of topology
τ , which is Zηγ,0(x, t). The limit does not depend on the sequence η`γ,1, thus, all
of the functions Zηγ,1(x, t) converge to Zηγ,0(x, t) in the sense of topology τ as
mγ+1 → −∞, and this part follows.

The proof of part (v) is similar to that of part (iv). Thus, we omit it here.

Remark 3.3. The convergence in the first statement of part (i) and (ii) of Theorem
2.3 means that only some fronts, i.e., those with small speeds, can be viewed as
t → −∞, the others are being hidden. However, to see some of the traveling wave
fronts as t→ +∞, we need more restrictive conditions. A similar phenomenon has
been observed by Hamel and Nadirashvili [13] for the Fisher-KPP equation, Wu
and Hsu [39] and Wu and Ruan [42].
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4. Entire solutions: non-quasimonotone case

In this section, we consider the entire solutions of (1.1) with nonquasimonotone
nonlinearity. It is easy to known that the comparison principle is not applicable for
nonquasimonotone systems, similar statements and results can be seen in [39, 42].
First, we introduce two auxiliary reaction-diffusion systems with quasi-monotone
nonlinearities and establish a comparison theorem for the Cauchy problems of the
three systems. Then, we prove the existence and qualitative properties of entire
solutions using the comparison theorem.

Throughout this section, in addition to (P1), we further make the following
assumptions.

(P6) There exist K± = (k±1 , k
±
2 ) > 0 such that h±, g± ∈ C2([0,K+,R]) satisfy

(i) ∂1h
±, ∂2g

±∈C([0,K+],R) and h±(K±)=g±(K±)=0, h±(u, v)>0, g±(u, v)>
0 for (u, v) ∈ (0,K±), ∂ih

±(0, 0) = ∂ih(0, 0) and ∂ig
±(0, 0) = ∂ig(0, 0), i =

1, 2;

(ii) ∂2h
±(u, v) ≥ 0 and ∂1g

±(u, v) ≥ 0 for (u, v) ∈ [0,K+];

(iii) h−(u, v) ≤ h(u, v) ≤ h+(u, v) ≤ α1u+β1v and g−(u, v) ≤ g(u, v) ≤ g+(u, v) ≤
α2v + β2u for (u, v) ∈ [0,K+];

(iv) There exist positive constants Lh, Lg > 0 such that
h±(u, v1)− h±(u, v2) ≤ Lh max{0, v1 − v2}, ∀(u, v1), (u, v2) ∈ [0,K+],
g±(u1, v)− g±(u2, v) ≤ Lg max{0, u1 − u2}, ∀(u1, v), (u2, v) ∈ [0,K+].

(P7) Assume (ui, vi) ∈ [0,K+] for i = 1, · · ·m ∈ Z+, then

Lmin
{
k+

1 ,
m∑
i=1

ui
}

+ h+
(

min{k+
1 ,

m∑
i=1

ui},min{k+
2 ,

m∑
i=1

vi}
)

≤
m∑
i=1

{
Lui + h+(ui, vi)

}
,

Lmin
{
k+

2 ,
m∑
i=1

vi
}

+ g+
(

min{k+
1 ,

m∑
i=1

ui},min{k+
2 ,

m∑
i=1

vi}
)

≤
m∑
i=1

{
Lvi + g+(ui, vi)

}
.

It is easy to see that h± = h, g± = g and K± = K if ∂2h(u, v) ≥ 0 and
∂1g(u, v) ≥ 0 for (u, v) ∈ [0,K].

Similar to Lemma 3.6, it is easy to verify that for any φ ∈ C[0,K+], (1.1) has a

unique solution w(x, t;φ) on [0,+∞) with 0 ≤ w(x, t;φ) ≤ K+ for all x ∈ RN and
t ≥ 0. Moreover, w(x, t;φ) is a classical solution on (τ,+∞). Here and in what
follows, X[0,K±] and C[0,K±] are defined as (3.9) and (3.10) by replacing [0,K] with
[0,K±].

According to (P6), we consider the following two auxiliary monotone delayed
systems: {

ut(x, t) = d1∆u(x, t) + h+(u(x, t), v(x, t− τ1)),

vt(x, t) = d2∆v(x, t) + g+(u(x, t− τ2), v(x, t))
(4.1)

and {
ut(x, t) = d1∆u(x, t) + h−(u(x, t), v(x, t− τ1)),

vt(x, t) = d2∆v(x, t) + g−(u(x, t− τ2), v(x, t)),
(4.2)
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where (x, t) ∈ RN+1. To obtain the entire solutions of (1.1) with the nonquasimono-
tone case, we need establish a comparison theorem for solutions of (1.1), (4.1) and
(4.2).

It is easy to see that ∆1(c, λ) = 0 is also the characteristic equation of (4.1)
and (4.2) with respect to the equilibrium (0, 0), since ∂ih

±(0, 0) = ∂ih(0, 0) and
∂ig
±(0, 0) = ∂ig(0, 0). By Theorems 3.1 and 3.2, we have the following results.

Proposition 4.1. Assume that (P1)–(P3) and (P6) hold. For any c ≥ c∗ and
ν ∈ RN , (4.1) and (4.2) have traveling wave fronts Φ+(ξ) = (φ+(ξ), ψ+(ξ)) and
Φ−(ξ) = (φ−(ξ), ψ−(ξ)) with ξ = x · ν + ct, respectively, which satisfy Φ±(·) >
0, Φ±(−∞) = 0 and Φ±(+∞) = K±. Moreover, if c > c∗, then

lim
ξ→−∞

Φ±(ξ)e−λ1(c)ξ = (1, b(c)), Φ±(ξ) ≤ (1, b(c))eλ1(c)ξ for all ξ ∈ R.

Here, c∗, λ1(c), b(c) are given as in Sec. 3.

Proposition 4.2. Assume that (P1) and (P6) hold. There exist solutions Γ±(t) :
R→ [0,K+] of the following delayed differential system,{

Γ′1(t) = h±(Γ1(t),Γ2(t− τ1)),

Γ′2(t) = g±(Γ1(t− τ2),Γ2(t)),
t ∈ R, (4.3)

which satisfy Γ±(−∞) = 0 and Γ±(+∞) = K±, Γ±(t) > 0 and

lim
t→−∞

Γ±(t)e−λ∗t = (1, b∗), Γ±(t) ≤ (1, b∗)e
λ∗t for t ∈ R.

We first introduce some notations and definitions. Let us denote

L := max
(u,v)∈[0,K+]

max
{
|∂1h

+(u, v)|, |∂2g
+(u, v)|, |∂1h(u, v)|, |∂2g(u, v)|

}
,

and F(φ) = (F1(φ),F2(φ)) : C[0,K+] → X by

F1(φ)(x) := Lφ1(x, 0) + h(φ1(x, 0), φ2(x,−τ1)),

F2(φ)(x) := Lφ2(x, 0) + g(φ1(x,−τ2), φ2(x, 0)),

for φ = (φ1, φ2) ∈ C[0,K+]. Similarly, we define F±(φ) := (F±1 (φ), F±2 (φ)) by
replacing (h, g) with (h±, g±), respectively. It is clear that F±(·, ·) are nondecreasing
in C[0,K+] and

F−(φ1, φ2) ≤ F(φ1, φ2) ≤ F+(φ1, φ2) for (φ1, φ2) ∈ C[0,K+].

Furthermore, we denote the linear operate T (t) = diag(T1(t), T2(t)) by Ti(0) = I
and

Ti(t)[ψ](x) :=

∫
RN
Ti(x− y, t)ψ(y)dy for x ∈ RN , t > 0, ψ ∈ BUC(RN ,R),

where Ti(x, t) := 1
(4πdit)N/2

exp
{
− ‖x‖

2

4dit
− Lt

}
, i = 1, 2.

The following comparison principle plays an important role in the proof of our
main result for the nonquasimonotone delay system.
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Lemma 4.1. Assume that (P1) and (P6) hold. Given any r ∈ R, let w = (u, v),
w± = (u±, v±) ∈ C([r − τ,+∞), X[0,K+]) be such that

w−(t)(x) ≤ T (t− r)[w−(r)](x) +

∫ t

r

T (t− %)[F−(w−% )](x)d%, (4.4)

w(t)(x) = T (t− r)[w(r)](x) +

∫ t

r

T (t− %)[F(w%)](x)d%, (4.5)

w+(t)(x) ≥ T (t− r)[w+(r)](x) +

∫ t

r

T (t− %)[F+(w+
% )](x)d%, (4.6)

for all x ∈ RN , t > r and w−(x, s) ≤ w(x, s) ≤ w+(x, s) for x ∈ RN , s ∈ [r − τ, r].
Then,

w−(x, t) ≤ w(x, t) ≤ w+(x, t) for all x ∈ RN , t ≥ r.
Proof. It is clear that 0 ≤ w(x, t), w±(x, t) ≤ K+ for all x ∈ RN and t ≥ τ . We
only prove w(x, t) ≤ w+(x, t) for all x ∈ RN and t ≥ r, since the other case can be
proved similarly. Let

X(x, t) = (X1(x, t), X2(x, t)) := w(x, t)− w+(x, t) for x ∈ RN , t ≥ r − τ.

Note that w(x, s) ≤ w+(x, s) for x ∈ RN , s ∈ [r − τ, r]. Since h+(u, v) is non-
decreasing with respect to v and g+(u, v) is nondecreasing with respect to u for
(u, v) ∈ [0,K+] and it is easy to know that L+∂1h(u, v) ≥ 0 and L+∂2g(u, v) ≥ 0,
(u, v) ∈ [0,K+], for any x ∈ RN and t ∈ [r, r + τm], where τm = min{τ1, τ2} > 0, it
holds

F1(wt)(x)− F+
1 (w+

t )(x)

≤F+
1 ((wt)(x)− F+

1 (w+
t )(x)

=LX1(x, t) + h+(u(x, t), v(x, t− τ1))− h+(u+(x, t), v+(x, t− τ1))

≤LX1(x, t) + h+(u(x, t), v+(x, t− τ1))− h+(u+(x, t), v+(x, t− τ1))

=LX1(x, t) + ∂1h
+(θu(x, t) + (1− θ)u+(x, t), v+(x, t− τ1))X1(x, t)

=[L+ ∂1h
+(θu(x, t) + (1− θ)u+(x, t), v+(x, t− τ1))]X1(x, t)

≤2Lmax{0, X1(x, t)}, (4.7)

where θ ∈ (0, 1). Let [B]+ := max{B, 0} for B ∈ R. It then follows from (4.5)–(4.7)
that

X1(t)(x) =T1(t− r)[X1(r)](x) +

∫ t

r

T1(t− %)[F1(w%)− F+
1 (w+

% )](x)d%

≤2L

∫ t

r

∫
RN
T1(x− y, t− %)[X1(y, %)]+dyd% ∀x ∈ RN , t ∈ [r, r + τm],

which implies that

[X1(x, t)]+ ≤2L

∫ t

r

∫
RN
T1(y, %)[X1(x− y, t− %)]+dyd%.

Moreover, for any λ > 0, we set

X̃i,λ(t) := sup
x∈RN

[Xi(x, t)]+e
−λt and X̃i,λ := sup

t∈[r−τ,+∞)

X̃i,λ(t) for i = 1, 2.
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Note that 0 ≤ (X̃1,λ, X̃2,λ) ≤ 2K+. Then for t ∈ [r, r + τm], we obtain

X̃1,λ(t) ≤ 2L

∫ t

r

∫
RN
T1(y, %)X̃1,λ(t− %)e−λ%dyd%

≤ 4Lk+
1

∫ τm

0

e−(λ+L)%d%,

then, we have

X̃1,λ ≤ 4Lk+
1 [1− e−(λ+L)τm ]/(λ+ L)→ 0 as λ→ +∞.

Hence, X̃1,λ ≤ 0 for sufficiently large λ, which implies that X1(x, t) ≤ 0 for x ∈ RN
and t ∈ [r, r+τm]. Similarly, we can proveX2(x, t) ≤ 0 for x ∈ RN and t ∈ [r, r+τm].
Repeating the same produce to each of the intervals t ∈ [r+nτm, r+(n+1)τm], n =
1, 2, · · · , there holds (X1(x, t), X2(x, t)) ≤ (0, 0). Then we have w(x, t) ≤ w+(x, t)
for all x ∈ RN , t ≥ r − τ . This completes the proof.

For the sake of convenience, we give some notations.

Z(x, t) := max
{

max
i=1,··· ,l

Φ−ci(x · νi + cit+ ni), χΓ−(t+ nl+1)
}
,

W+(x, t) :=

l∑
i=1

Φ+
ci(x · νi + cit+ ni) + χΓ+(t+ nl+1),

W(x, t) :=

l∑
i=1

(1, b(ci))e
λi(ci)(x·νi+cit+ni) + χ(1, b∗)e

λ∗(t+nl+1),

Z+(x, t) := min{K+,W+(x, t)},
Z(x, t) := min{K+,W(x, t)}.

In the following, we give the detailed proof of the main results of this section.

4.0.3. Proof of Theorem 2.4

Proof. For n ∈ Z, we denote

φn,−(x, s) := max
{

max
i=1,··· ,l

Φ−ci(x · νi + cis+ ni), χΓ−(s+ nl+1)
}
,

where x ∈ RN , s ∈ [−n − τ,−n]. Let Zn(x, t) = (Un(x, t), V n(x, t)) be the unique
mild solution of the initial value problem of (1.1) with initial condition

Zn(x, s) = φn,−(x, s), x ∈ RN and s ∈ [−n− τ,−n].

It is clear that Z(x, s) = φn,−(x, s) = Zn(x, s) ≤ K+ for x ∈ RN and s ∈ [−n −
τ,−n]. Since F−(·, ·) is nondecreasing in C[0,K+], then it holds

Z(t)(x) ≤ T (t+ n)[Z(−n)](x) +

∫ t

−n
T (t− %)[F−(Z%)](x)d%,

Zn(t)(x) = T (t+ n)[Zn(−n)](x) +

∫ t

−n
T (t− %)[F(Zn% )](x)d%,
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K+ = T (t+ n)K+ +

∫ t

−n
T (t− %)[F+(K+)](x)d%,

for any x ∈ RN and t > −n. It follows from Lemma 4.1 that

Z(x, t) ≤ Zn(x, t) ≤ K+ for x ∈ RN , t > −n.

Now, we prove the following claim.

Claim. If c1, · · · , cl > c∗, then

Zn(x, t) ≤ Z(x, t) for x ∈ RN , t > −n, (4.8)

and if (P7) holds, then

Zn(x, t) ≤ Z+(x, t) for x ∈ RN , t > −n. (4.9)

First, we prove (4.8). According to Theorems 3.1 and 3.2, if c1, · · · , cl > c∗, then,
φn,−(x, s) = Zn(x, s) ≤ Z(x, s) for x ∈ RN and s ∈ [−n− τ,−n]. By Lemma 4.1, it
suffices to show that

T (t+ n)[Z(−n)](x) +

∫ t

−n
T (t− %)[F+(Z%)](x)d% ≤ Z(t)(x) (4.10)

for x ∈ RN and t > −n. Since F+(·, ·) is nondecreasing in C[0,K+], it is easy to see
that

T (t+ n)[Z(−n)](x) +

∫ t

−n
T (t− %)[F+(Z%)](x)d% ≤ K+ (4.11)

for x ∈ RN and t > −n. For any φ = (φ1, φ2) ∈ C[0,K+], define P = (P1, P2) by

P1(φ1, φ2)(x, 0) := (L+ α1)φ1(x, 0) + β1φ2(x,−τ1),

P2(φ1, φ2)(x, 0) := (L+ α2)φ2(x, 0) + β2φ1(x,−τ2).

Then, it is easy to see that W(t)(·) = W(t, ·) satisfies the integral equation

W(t)(x) = T (t+ n)[W(−n)](x) +

∫ t

−n
T (t− %)[Q(W%)](x)d%. (4.12)

Denote Z = (U, V ) and W = (W1,W2). By (P6), we have

F+(Z%)(x)

=
(
LU(x, %) + h+(U(x, %), V (x, %− τ1)), LV (x, %) + g+(U(x, %− τ2), V (x, %))

)
≤
(

(L+ α1)U(x, %) + β1V (x, %− τ1), (L+ α2)V (x, %) + β2U(x, %− τ2)
)

≤
(

(L+ α1)W1(x, %) + β1W2(x, %− τ1), (L+ α2)W2(x, %) + β2W1(x, %− τ2)
)

=P (W%)(x).
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Then, it follows from (4.12) that

T (t+ n)[Z(−n)](x) +

∫ t

−n
T (t− %)[F+(Z%)](x)d%

≤T (t+ n)[W(−n)](x) +

∫ t

−n
T (t− %)[Q(W%)](x)d%

=W(t)(x). (4.13)

Combing (4.12) and (4.13), (4.10) holds and (4.8) follows from Lemma 4.1.

Next, we prove (4.9). We only show that

T (t+ n)[Z+(−n)](x) +

∫ t

−n
T (t− %)[F+(Z+

% )](x)d% ≤ Z+(t)(x) (4.14)

for x ∈ RN and t > −n. Since F+(·, ·) is nondecreasing in C[0,K+], it is easy to
verify that

T (t+ n)[Z+(−n)](x) +

∫ t

−n
T (t− %)[F+(Z+

% )](x)d% ≤ K+. (4.15)

Moreover, by (P7) and a similar method as in the proof of Lemma 3.9, we have

T (t+ n)[Z+(−n)](x) +

∫ t

−n
T (t− %)[F+(Z+

% )](x)d% ≤W+(t)(x). (4.16)

Combing (4.15) and (4.16), (4.14) holds and (4.9) follows from Lemma 4.1.
Moreover, Zn(x, t) satisfies the regular estimates as in Lemma 3.7, that is, there

exists a positive constant M , independent of n, such that for any x ∈ RN and
t > −n+ 1,

‖ ∂tZn(x, t) ‖, ‖ ∂txiZn(x, t) ‖, ‖ ∂t2Zn(x, t) ‖, ‖ ∂xiZn(x, t) ‖, ‖ ∂xitZn(x, t) ‖,

‖ ∂xixjZn(x, t) ‖, ‖ ∂x2
i t

Zn(x, t) ‖, ‖ ∂x2
ixj

Zn(x, t) ‖≤M, ∀i, j = 1, · · · , N.
By using the diagonal extraction process, there exists a subsequence {Znk(x, t)}k∈N
of {Zn(x, t)}n∈N such that {Znk(x, t)}k∈N converges to a function Zζ(x, t) in the
sense of topology τ . Clearly, Zζ(x, t) is an solution of (1.1). By virtue of (4.8) and
(4.9), it is easy to see that the assertions for part (i) and (ii). Note that cλ1(c) > λ∗.
The assertion of parts (iii)–(v) follow from (2.4)–(2.6).

Appendix

A. Proof of Lemma 3.4.
For convenience, let us denote

H1(ψ1, ψ2)(ξ) := d1ψ
′′
1 (ξ)− cψ′1(ξ) + h(ψ1(ξ), ψ2(ξ − cτ1)),

H2(ψ1, ψ2)(ξ) := d2ψ
′′
2 (ξ)− cψ′2(ξ) + g(ψ1(ξ − cτ2), ψ2(ξ)).

Then Ψ(ξ) := (ψ1(ξ), ψ2(ξ)) is an upper solution (or lower solution) of (2.1) if
Ψ′(ξ+) ≤ Ψ′(ξ−) (or Ψ′(ξ+) ≥ Ψ′(ξ−)) for ξ ∈ R, and there exist ξ1, · · · , ξn ∈ R
such that

Hi(ψ1, ψ2)(ξ) ≤ 0 (orHi(ψ1, ψ2)(ξ) ≥ 0) for ξ ∈ R \ {ξ1, · · · , ξn}, i = 1, 2.
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It is easy to see that Ψ̄′(ξ+) ≤ Ψ̄′(ξ−) for ξ ∈ R. Then, we only to show that
Hi(Ψ̄)(ξ) ≤ 0 for ξ ∈ R\{ξ̄1, ξ̄2}, i = 1, 2. When ξ > ξ̄1, we easily check that

H1(ψ̄1, ψ̄2)(ξ) = h(k1, ψ̄2(ξ − cτ1)) ≤ h(k1, k2) = 0. (4.17)

Using h(u, v) ≤ α1u+ β1v for (u, v) ∈ [0,K], if ξ < ξ̄1, by directly computation, it
holds

H1(ψ̄1, ψ̄2)(ξ) = d1λ
2
1e
λ1ξ − cλ1e

λ1ξ + h(φ̄1(ξ), φ̄2(ξ − cτ1))

≤ d1λ
2
1e
λ1ξ − cλ1e

λ1ξ + α1e
λ1ξ + β1b(c)e

λ1(ξ−cτ1)

= eλ1ξ
{
d1λ

2
1 − cλ1 + α1 + β1b(c)e

−cλ1τ1
}

= 0, (4.18)

since

b(c) =
β2e
−cλ1τ2

cλ1 − d2λ2
1 − α2

=
cλ1 − d1λ

2
1 − α1

β1e−λ1cτ1
.

Similarly, if ξ > ξ̄2, it yields

H2(ψ̄1, ψ̄2)(ξ) = g(ψ̄1(ξ − cτ2), k2) ≤ g(k1, k2) = 0. (4.19)

If ξ < ξ̄2, using g(u, v) ≤ α2v + β2u for (u, v) ∈ [0,K], we have

H2(ψ̄1, ψ̄2)(ξ) = d2λ
2
1b(c)e

λ1ξ − cλ1b(c)e
λ1ξ + g(ψ̄1(ξ), ψ̄2(ξ − cτ2))

≤ d2λ
2
1b(c)e

λ1ξ − cλ1b(c)e
λ1ξ + α2b(c)e

λ1ξ + β2e
λ1(ξ−cτ2)

= eλ1ξ
{
b(c)

(
d2λ

2
1 − cλ1 + α2

)
+ β2e

−λ1cτ2
}

= 0. (4.20)

From b(c), we know that (4.20) is clearly established.

B. Proof of Lemma 3.5.
By directly computation, we obtain

H1(φ
1
, φ

2
) = d1φ

′′
1
(ξ)− cφ′

1
(ξ) + h(φ

1
(ξ), φ

2
(ξ − cτ1))

=d1(κ1λ
2
1e
λ1ξ − κ1(λ1 + ε)2δ1e

(λ1+ε)ξ)− cκ1λ1e
λ1ξ + cκ1δ1(λ1 + ε)e(λ1+ε)ξ

+ α1κ1e
λ1ξ(1− δ1eεξ) + β1κ2e

λ1(ξ−cτ1)(1− δ2eε(ξ−cτ1))

+
1

2

{
h11(u1, v1)κ2

1e
2λ1ξ(1− δ1eεξ)2 + h22(u3, v3)κ2

2e
2λ1(ξ−cτ1)(1− δ2eε(ξ−cτ1))2

+ 2h12(u2, v2)κ1κ2e
λ1(2ξ−cτ1)(1− δ1eεξ)(1− δ2eε(ξ−cτ1))

}
=eλ1ξ

(
κ1f1(c, λ1) + β1κ2e

−λ1cτ1 − κ1δ1e
εξf1(c, λ1 + ε)− β1κ2δ2e

εξe−(λ1+ε)cτ1
)

+
1

2

{
h11(u1, v1)κ2

1e
2λ1ξ(1− δ1eεξ)2 + h22(u3, v3)κ2

2e
2λ1(ξ−cτ1)(1− δ2eε(ξ−cτ1))2

+ 2h12(u2, v2)κ1κ2e
λ1(2ξ−cτ1)(1− δ1eεξ)(1− δ2eε(ξ−cτ1))

}
(4.21)

and

H2(φ
1
, φ

2
) = d2φ

′′
2
(ξ)− cφ′

2
(ξ) + g(φ

1
(ξ − cτ2), φ

2
(ξ))
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=d2κ2λ
2
1e
λ1ξ − d2κ2δ2(λ1 + ε)2e(λ1+ε)ξ − cκ2λ1e

λ1ξ + cκ2δ2(λ1 + ε)e(λ1+ε)ξ

+ α2κ2e
λ1ξ(1− δ2eεξ) + β2κ1e

λ1(ξ−cτ2)(1− δ1eε(ξ−cτ2))

+
1

2

{
g11(u4, v4)κ2

1e
2λ1(ξ−cτ2)(1− δ1eε(ξ−cτ2))2 + g22(u6, v6)κ2

2e
2λ1ξ(1− δ2eεξ)2

+ 2g12(u5, v5)κ1κ2e
λ1(2ξ−cτ2)(1− δ1eε(ξ−cτ2))(1− δ2eεξ)

}
=eλ1ξ

(
κ2f2(c, λ1) + β2κ1e

−λ1cτ2 − κ2δ2e
εξf2(c, λ1 + ε)− β2κ1δ1e

εξe−(λ1+ε)cτ2
)

+
1

2

{
g11(u4, v4)κ2

1e
2λ1(ξ−cτ2)(1− δ1eε(ξ−cτ2))2 + g22(u6, v6)κ2

2e
2λ1ξ(1− δ2eεξ)2

+ 2g12(u5, v5)κ1κ2e
λ1(2ξ−cτ2)(1− δ1eε(ξ−cτ2))(1− δ2eεξ)

}
, (4.22)

where ui lies between 0 and κ1e
λ1ξ(1−δ1eεξ), vi lies between 0 and κ2e

λ1(ξ−cτ1)(1−
δ2e

ε(ξ−cτ1)) (i = 1, 2, 3) and ui lies between 0 and κ1e
λ1(ξ−cτ2)(1− δ1eε(ξ−cτ2)) and

vi lies between 0 and κ2e
λ1ξ(1 − δ2e

εξ) (i = 4, 5, 6). By Lemma 3.1, we have
∆1(c, λ1) = 0 and fi(c, λ1) < 0 (i = 1, 2) which imply that there exist κi > 0
(i = 1, 2) such that

f1(c, λ1)κ1 + β1κ2e
−λ1cτ1 = 0 and f2(c, λ1)κ2 + β2κ1e

−λ1cτ2 = 0. (4.23)

By direct computation, we can take κ1 = 1 and κ2 = b(c). Moreover, by Lemma
3.1 again, we know ∆1(c, λ1 + ε) > 0 and fi(c, λ1 + ε) < 0 (i = 1, 2), where ε > 0
and small enough. From Lemma 3.3, there exist ζi > 0 (i = 1, 2) such that

m1 := f1(λ1 + ε)ζ1 + β1e
−(λ1+ε)cτ1ζ2 < 0,

m2 := f2(λ1 + ε)ζ2 + β2e
−(λ1+ε)cτ2ζ1 < 0. (4.24)

Here (ζ1, ζ2) can be determined such that ζ1 > κ1 = 1 and ζ2 > κ2 = b(c). Fix
(ζ1, ζ2) and set

δi := ζi/κi and ξ
i

:= cτi − (1/ε) ln δi, i = 1, 2.

Note that δi > 1 and ξ
i
≤ 0. Without loss of generality, we may assume δ1 < δ2,

ξ := max{ξ
1
, ξ

2
} = ξ

1
≤ 0. Then, if ξ < ξ, we have

0 ≤ (1− δ2eεξ) ≤ 1,

1− eεcτ2 ≤ (1− δ1eεξ) ≤ 1,

1− (δ2/δ1)eεc(τ2−τ1) ≤ (1− δ2eε(ξ−cτ1)) ≤ 1,

1− (δ2/δ1)eεc(τ1−τ2) ≤ (1− δ1eε(ξ−cτ2)) ≤ 1.

Obviously, δ2/δ1 = ζ2/(ζ1b(c)) is invariant. Hence, there exists a constant N > 0
(which is independent of |(ζ1, ζ2|) such that

|1− δieεξ|, |1− δ1eε(ξ−cτ2)|, |1− δ2eε(ξ−cτ1)| ≤ N for ξ ≤ ξ, i = 1, 2.

Moreover, we have

|κieλ1ξ(1− δieεξ)|, |eλ1(ξ−cτ2)(1− δ1eε(ξ−cτ2))|, |b(c)eλ1(ξ−cτ1)(1− δ2eε(ξ−cτ1))| < N
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for ξ ≤ ξ, i = 1, 2, where κ1 = 1 and κ2 = b(c). Since |ui|, |vi| ≤ N, i = 1, · · · , 6,
all the second derivatives are bounded by a constant M > 0. Then for ξ ≤ ξ,
(4.21)–(4.24) imply

H1(φ
1
, φ

2
) = d1φ

′′
1
− cφ′

1
(ξ) + h(φ

1
(ξ), φ

2
(ξ − cτ1))

≥− e(λ1+ε)ξm1 −
1

2

{
Me2λ1ξ(1− δ1eεξ)2 +Mb2(c)e2λ1(ξ−cτ1)(1− δ2eε(ξ−cτ1))2

+ 2Mb(c)eλ1(2ξ−cτ1)(1− δ1eεξ)(1− δ2eε(ξ−cτ1))
}

≥− 1

2

{
e(λ1+ε)ξ(2m1 +MN2e(λ1−ε)ξ(1 + b2(c)e−2λ1cτ1 + 2b(c)e−λ1cτ1))

}
=− 1

2

{
e(λ1+ε)ξ(2m1 +MN2e(λ1−ε)ξ(1 + b(c)e−λ1cτ1)2)

}
>0

and

H2(φ
1
, φ

2
) = d2φ

′′
2
− cφ′

2
(ξ) + g(φ

1
(ξ − cτ2), φ

2
(ξ))

≥− e(λ1+ε)ξm2 −
1

2

{
Mb2(c)e2λ1ξ(1− δ2eεξ)2 +Me2λ1(ξ−cτ2)(1− δ1eε(ξ−cτ2))2

+ 2Mb(c)eλ1(2ξ−cτ2)(1− δ1eε(ξ−cτ2))(1− δ2eεξ)
}

≥− 1

2

{
e(λ1+ε)ξ(2m1 +MN2e(λ1−ε)ξ(e−2λ1cτ2 + b2(c) + 2b(c)e−λ1cτ1))

}
=− 1

2

(
e(λ1+ε)ξ(2m1 +MN2e(λ1−ε)ξ(b(c) + e−λ1cτ2)2)

)
>0

Therefore, (φ
1
(ξ), φ

2
(ξ)) satisfies (3.5) for ξ ≤ ξ.
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