
Journal of Applied Analysis and Computation Website:http://jaac.ijournal.cn

Volume 9, Number 4, August 2019, 1493–1526 DOI:10.11948/2156-907X.20180296

ANALYSIS OF DYNAMICS IN A GENERAL
INTRAGUILD PREDATION MODEL WITH

INTRASPECIFIC COMPETITION∗

Zhenzhen Li1 and Binxiang Dai1,†

Abstract This paper is devoted to studying the dynamical properties of a
general intraguild predation model with intraspecific competition. We first
investigate the stability of all possible equilibria in relation to the ecological
parameters, and then study the long time behavior of the solution. Moreover,
we provide a detailed analysis of dynamics of a IGP model with linear function-
al response and intraspecific competition. Our results show that the impact
of the intraspecific competition essentially increases the dynamical complexity
of the system.
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1. Introduction

Competition and predator-prey interaction are two of interspecies relations for e-
cological and social models [5]. The interaction among different species will ex-
hibit the diversity and complexity, and generate the complex network of biological
species [1,27,32]. Intraguild predation (IGP) is a typical type of interaction between
three species, including top and intermediate predators termed as IG predator and
IG prey, respectively, and a basal resource [26]. The IG predator and IG prey share
the same resource while they are engaged in a predator-prey interaction.

A prototypical ODE system based on modeling framework for intraguild preda-
tion was made by Holt and Polis [13]. Their model was of form

R′(t) = R(φ(R)− a1(R,N,P )N − a2(R,N,P )P ),

N ′(t) = N(b1a1(R,N,P )R− a3(R,N,P )P −m1),

P ′(t) = P (b2a2(R,N,P )R+ b3a3(R,N,P )N −m2),

(1.1)

where R(t), N(t) and P (t) are the densities at time t of the basal resource, IG prey,
and IG predator, respectively. The functions a2(R,N,P )R and a3(R,N,P )N are
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functional responses of the IG predator to the resource and IG prey, respectively;
a1(R,N,P )R is the functional response of the IG prey to the basal resource; and
constants m1 and m2 are the death rates of the IG prey and predator, respectively.
The parameters b1 and b2 convert resource consumption into reproduction for the
IG prey and IG predator, respectively; the parameter b3 scales the benefit enjoyed
by the IG predator from its consumption of IG prey; Rφ(R) is recruitment of the
basal resource.

Usually ai(R,N,P )(i = 1, 2, 3) satisfy that

∂[Ra1(R,N,P )]

∂R
≥ 0,

∂[Ra2(R,N,P )]

∂R
≥ 0,

∂[Na3(R,N,P )]

∂N
≥ 0

for R ≥ 0, N ≥ 0, P ≥ 0. Ra1(R,N,P ) → M1, Ra2(R,N,P ) → M2 for some
M1,M2 > 0 as R → ∞ and Na3(R,N,P ) → M3 for some M3 > 0 as N → ∞.
When φ(R) is of a logistic growth, the dynamics of (1.1) has been considered in
many articles, see for example [3,11,14–17,21,29–31]. For (1.1) with logistic growth
on the basal resource and simplest linear functional response for the three predation
terms, a rigorous dynamical analysis can be obtained (see Hsu et al. [17]). (1.1)
with Holling type II functional response has been studied by Abrams and Fung
[3]. (1.1) with Holling type II and ratio-dependent functional responses have been
investigated by Verdy and Amarasekare [30] and Freeze et al. [11], respectively. And
two models have been established by Kang and Wedekin [21], one of which is called
IGP model with specialist predator and the other of which is called IGP model with
generalist predator, and both models considered Holling type III functional response
for predation on the IG prey by the IG predator. Many important phenomena have
been observed, such as extinction scenarios, permenence effect of the populations
in the IGP model (Freeze et al. [11]; Hsu et al. [17]; Kang and Wedekin [21]).

The role of intraspecific competition in shaping animal or plant communities
has formed one of the major issues in ecology for decades. The effect of intraspecif-
ic competition within and between the larval instars of the yellow fever mosquito,
Aedes aegypti, was investigated by Dye [8]. Hansen et al. [18] reported statisti-
cal results showing that both interspecific and intraspecific effects are important
in the direct year-to-year density dependence. Kleunen et al. [22] presented the
statistical results showing that intraspecific competition among clones of Ranun-
culus reptans is symmetric and increases the effective population size. Based on
ecological theory and a series of experiments, Bolnick [4] provided that intraspecific
competition drives disruptive selection and thus may be an important causal agent
in the evolution of ecological variation.

We observe that the impact of intraspecific competition for the IG prey and IG
predator has not been considered in (1.1) and other majority of works on IGP models
except [2], which provides the coexistence of a intraguild predation model with
intraspecific competition. In this paper, we shall consider the effect of intraspecific
competition in the population growth rate of IG prey and IG predator.

In this paper, based on the model of Holt and Polis [13], taking account of
the impact of intraspecific competition, we consider a general IGP model of the
following form: 

R′(t) = R(φ(R)− a1(R)N − a2(R)P ),

N ′(t) = N(b1a1(R)R− a3(N)P −m1 − d1N),

P ′(t) = P (b2a2(R)R+ b3a3(N)N −m2 − d2P ),

(1.2)
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where R(t), N(t) and P (t) are the densities at time t of the basal resource, IG
prey, and IG predator, respectively. The functions φ(R), a1(R), a2(R), a3(N) ∈
Cr(R), r ≥ 3 and constants bi,mj , dj(i = 1, 2, 3; j = 1, 2) are interpreted as follows:

(a1) The function φ(R) describes the specific growth rate of the basal resource in
the absence of IG prey and IG predator, and satisfies φ(0) > 0, φ′(R) < 0
for R ≥ 0 and φ(K) = 0, where K > 0 is the carrying capacity of the basal
resource. A prototype is the logistic growth

φ(R) = r

(
1− R

K

)
,

which satisfies above conditions.

(a2) The function a2(R)R and a3(N)N are functional responses of the IG predator
to the resource and IG prey, respectively; a1(R)R is the functional response
of the IG prey to the basal resource. We assume that a1(R), a2(R) and a3(N)
are positive, bounded and satisfy

d[Ra1(R)]

dR
≥ 0,

d[Ra2(R)]

dR
≥ 0,

d[Na3(N)]

dN
≥ 0

for R ≥ 0, N ≥ 0, P ≥ 0.

(a3) The constants m1 and m2 are the death rates of the IG prey and predator,
respectively. The parameters b1 and b2 convert resource consumption into
reproduction for the IG prey and IG predator, respectively; the parameter
b3 scales the benefit enjoyed by the IG predator from its consumption of IG
prey. And d1 and d2 represent the effect of intraspecific competition in the
growth rate of IG prey and IG predator, respectively. All above parameters
are assumed to be positive.

Our primary purpose is to analyze and demonstrate the complexity of popula-
tion dynamics in the IGP model (1.2). We will show that the population function
(R(t), N(t), P (t)) remains positive as long as the initial population (R(0), N(0), P (0))
is positive. We also give some results on the ultimate upper bounds of the basal
resourse, IG prey and IG predator populations, as well as a extinction result when
the initial population R(0) is relatively smaller than N(0) and P (0). Sufficient con-
ditions of permanence (existence of a positive global attractor) are also given for
the model (1.2).

The rest of the paper is structured in the following way. In Section 2, we show the
boundedness of solutions of (1.2) and present all possible nonnegative equilibria. In
Section 3, we analyze the stabilities of trivial, semi-trivial and boundary equilibria.
In Section 4, the long time behavior of the solution (R(t), N(t), P (t)) of (1.2) is
investigated. Application to specific IGP model with simplest linear functional
response and detailed biological discussions are given in Section 5. Some concluding
remarks are given in Section 6.

2. Preliminaries

For (1.2), the domain of the phase space Ω = {(R,N,P ) ∈ R3|R ≥ 0, N ≥ 0, P ≥ 0}
is invariant. The following lemma guarantees that the system (1.2) is dissipative.
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Lemma 2.1. Suppose that φ(R), a1(R), a2(R) and a3(N) satisfy (a1)-(a2). Then
any solution of (1.2) with positive initial value is positive and bounded.

Proof. The first octant with boundary is an invariant region for (1.2) since {(R,N,P ) :

R = 0},{(R,N,P ) : N = 0} and {(R,N,P ) : P = 0} are invariant manifolds of
(1.2). Therefore the solutions of (1.2) with the initial values R(0) > 0, N(0) > 0
and P (0) > 0 are positive.

For any R(0) > K, we have that R′ = R [φ(R)− a1(R)N − a2(R)P ] < 0 as long
as R > K; along R = K,R′ = −R[a1(R)N + a2(R)P ] < 0; and there is no any
equilibrium point in the region {(R,N,P ) : R > K,N ≥ 0, P ≥ 0}. Hence any
positive solution satisfies

R(t) ≤ max{R(0),K} , J1, ∀t ≥ 0.

Then, we can see from (1.2) that

(b1R+N)′ = b1R[φ(R)− a2(R)P ]−N [a3(N)P +m1 + d1N ]

≤ b1Rφ(R)−m1N

≤ b1J1φ(0) +m1b1J1 −m1(b1R+N), t ≥ 0.

From Gronwall’s inequality, we obtain that

b1R(t) +N(t) ≤ (b1R(0) +N(0))e−m1t +
b1J1φ(0) +m1b1J1

m1
(1− e−m1t).

Hence we have

N(t) ≤ (R(0) +N(0)) +
b1J1φ(0) +m1b1J1

m1
, J2, ∀t ≥ 0.

Let σ1 = max
t≥0

a1(R(t)). Similarly, for t ≥ 0, we have

(b2R+ b3N + P )′ =b2R[φ(R)− a1(R)N ] + b3N [b1a1(R)R−m1 − d1N ]

− P (m2 + d2P )

≤b2J1φ(0) + σ1b1b3J1J2 − b3m1N −m2P

≤b2J1φ(0) + σ1b1b3J1J2 + κb2J1 − κ(b2R+ b3N + P ),

where κ = min{m1,m2}. Using Gronwall’s inequality again, we have that

b2R(t) + b3N(t) + P (t) ≤ (b2R(0) + b3N(0) + P (0))e−κt + J3(1− e−κt),

where J3 = b2J1φ(0)
κ + σ1b1b3J1J2

κ + b2J1. Hence P (t) is also bounded.
Then, we shall show the equilibria of system (1.2). There exist five possible

non-negative equilibria as follows.

(i) System (1.2) always has trivial equilibrium E0 := (0, 0, 0) and semi-trivial
equilibrium E1 := (K, 0, 0).

(ii) The IG prey-only equilibrium E10 := (R1, N1, 0) is a boundary equilibrium
of system (1.2) if and only if b1a1(K)K > m1, where R1, N1 satisfy φ(R1) −
a1(R1)N1 = b1a1(R1)R1 −m1 − d1N1 = 0 with 0 < R1, N1 < K. In fact, the
existence result of E10 follows from the two case for the intersection of two
curves, C1 : φ(R)−a1(R)N=0 and C2 : b1a1(R)R−m1−d1N=0 (see Fig. 1).
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(iii) The IG predator-only equilibrium E01 := (R2, 0, P2) is a boundary equilibrium
of system (1.2) if and only if b2a2(K)K >m2, where R2, P2 satisfy φ(R2)−
a2(R2)P2 =b2a2(R2)R2−m2−d2P2 =0 with 0<R2, P2<K. Similarly, we can
obtain the existence result of E01 from the two case for the intersection of two
curves, C3 : φ(R)−a2(R)P =0 and C4 : b2a2(R)R−m2−d2P =0 (see Fig. 2).

(iv) If (R∗, N∗, P ∗) is the intersection point of
φ(R)− a1(R)N − a2(R)P = 0,

b1a1(R)R− a3(N)P −m1 − d1N = 0,

b2a2(R)R+ b3a3(N)N −m2 − d2P = 0,

with 0 < R∗, N∗, P ∗ < K, then system (1.2) admits a positive equilibrium:
E∗ := (R∗, N∗, P ∗).

C1

C2

K
R

N

C1

C2

K
R

N

(a) b1a1(K)K < m1 (b) b1a1(K)K > m1

Figure 1. The two possible generic cases for the intersection of the two curves C1 and C2.

C3

C4

K
R

P

C3

C4

K
R

P

(a) b2a2(K)K < m2 (b) b2a2(K)K > m2

Figure 2. The two possible generic cases for the intersection of the two curves C3 and C4.

3. Stability of Trivial, Semi-Trivial and Boundary
Equilibria

In this section, we provide some stability analyses for system (1.2) in the domain
Ω. Without loss of generality, denote a non-negative equilibrium point of (1.2) as
E = (R̂, N̂ , P̂ ) and define X(t) = (R(t), N(t), P (t))T . Then the linearized equation
of (1.2) at equilibrium E is described as

X ′(t) = AX(t),
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where A is a 3× 3 matrix given by

A =


a11 a12 a13

a21 a22 a23

a31 a32 a33

 ,

with

a11 = φ(R̂)− a1(R̂)N̂ − a2(R̂)P̂ + R̂[φ′(R̂)− a′1(R̂)N̂ − a′2(R̂)P̂ ],

a12 = −R̂a1(R̂), a13 = −R̂a2(R̂), a21 = b1N̂ [a′1(R̂)R̂+ a1(R̂)],

a22 = b1a1(R̂)R̂− a3(N̂)P̂ −m1 − d1N̂ − N̂ [a′3(N̂)P̂ + d1], a23 = −N̂a3(N̂),

a31 = b2P̂ [a′2(R̂)R̂+ a2(R̂)], a32 = b3P̂ [a′3(N̂)N̂ + a3(N̂)],

a33 = b2a2(R̂)R̂+ b3a3(N̂)N̂ −m2 − 2d2P̂ .

Thus, the characteristic equation of (1.2) at equilibrium E is given by

4(E) , det[λI −A] = 0, (3.1)

where I is an 3× 3 unit matrix and λ denotes the characteristic root of Eq.(3.1).
We first give the stability conclusions of equilibria E0 and E1 as follows.

Theorem 3.1. Consider system (1.2).

(i) The trivial equilibrium E0 is always unstable.

(ii) The semi-trivial equilibrium E1 is locally asymptotically stable if and only if
b1a1(K)K < m1 and b2a2(K)K < m2.

Proof. (i) Since

4(E0) = (λ− φ(0))(λ+m1)(λ+m2) = 0,

the characteristic roots are given by λ1 = φ(0), λ2 = −m1 and λ3 = −m2. Thus,
E0 is unstable.

(ii) The characteristic equation about E1 is given by

4(E1) = (λ−Kφ′(K))(λ+m1 − b1a1(K)K)(λ+m2 − b2a2(K)K) = 0,

which gives the eigenvalues λ1 = Kφ′(K), λ2 = b1a1(K)K−m1 and λ3 = b2a2(K)K−
m2. Since φ′(K) < 0, the conclusion is correct.

Remark 3.1. If the trivial equilibrium E1 is stable, then neither of the two bound-
ary equilibria, E10 and E01 exist, and when E1 loses its stability, one or both bound-
ary equilibria emerge. In the case when either m1 = b1a1(K)K or m2 = b2a2(K)K,
the characteristic equation of E1 has an eigenvalue λ = 0, and the remaining eigen-
values all have negative real parts. If m1 = b1a1(K)K and m2 = b2a2(K)K, then
system (1.2) has only two equilibria, E0 and E1.

Next, we study the stability of the IG prey-only equilibrium E10. The charac-
teristic equation corresponding to E10 will be

4(E10) , (λ2 − T1(d1)λ+D1(d1))(λ−M1) = 0, (3.2)
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where

T1(d1) = R1[φ′(R1)− a′1(R1)N1]−N1d1,

D1(d1) = R1N1[b1a1(R1)(a′1(R1)R1 + a1(R1))− d1(φ′(R1)− a′1(R1)N1)],

M1 = b2a2(R1)R1 + b3a3(N1)N1 −m2.

Theorem 3.2. Consider system (1.2) with b1a1(K)K > m1.

(i) When M1 > 0 or T1(d1) > 0 or D1(d1) < 0, the equilibrium E10 is unstable.

(ii) When M1 < 0 and φ′(R1) − a′1(R1)N1 < 0, the equilibrium E10 is locally
asymptotically stable.

Proof. (i) From the above definitions, we have that Eq.(3.2) has at least one root
with positive real part when M1 > 0 or T1(d1) > 0 or D1(d1) < 0. Hence, the
equilibrium E10 is unstable.

(ii) If φ′(R1) − a′1(R1)N1 < 0, then T1(d1) < and D1(d1) > 0. That is, when
M1 < 0 and φ′(R1) − a′1(R1)N1 < 0, all roots of Eq.(3.2) has negative real part.
Hence the conclusion is correct.

For the IG predator-only equilibrium E01, we have the following similar conclu-
sion.

Theorem 3.3. Consider system (1.2) with b2a2(K)K > m2. Define

T2(d2) , R2[φ′(R2)− a′2(R2)P2]− P2d2,

D2(d2) = R2P2[b2a2(R2)(a′2(R2)R2 + a2(R2))− d2(φ′(R2)− a′2(R2)P2)],

M2 = b1a1(R2)R2 − a3(0)P2 −m1.

(i) When M2 > 0 or T2(d2) > 0 or D2(d2) < 0, the equilibrium E01 is unstable.

(ii) When M2 < 0 and φ′(R2) − a′2(R2)P2 < 0, the equilibrium E01 is locally
asymptotically stable.

The proof of Theorem 3.3 is similar to that of Theorem 3.2, hence we omit it
here.

Remark 3.2. Given b2a2(K)K > m2, we note that if b1a1(K)K < m1 and
φ′(R2) − a′2(R2)P2 < 0, then the IG predator-only steady state, E01, is always
stable since in this case we can easily show that M2 < b1a1(K)K −m1 < 0.

We finally give the conditions for global asymptotic stability of the semi-trivial
equilibrium E1 and boundary equilibrium E01.

Theorem 3.4.

(i) If b1a1(K)K < m1 and b2a2(K)K < m2, then the equilibrium E1 is globally
asymptotically stable.

(ii) If b1a1(K)K < m1, b2a2(K)K > m2 and φ′(R2) − a′2(R2)P2 < 0, then the
equilibrium E01 is globally asymptotically stable.

Proof. (i) It follows from the proof of Theorem 2.1 that lim sup
t→+∞

R(t) ≤ K, which

implies that for any ε > 0, there exists T1 > 0 such that R(t) < K + ε in [T1,+∞).
Then from the second equation of (1.2), we have

N ′(t) ≤ N [b1a1(K + ε)(K + ε)−m1] , t ∈ [T1,+∞).
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When b1a1(K)K < m1, we can choose ε small enough such that b1a1(K+ε)(K+ε) <

m1 since d[Ra1(R)]
dR ≥ 0. This means that 0 ≤ N(t)→ 0 as t→ +∞. For any given

ε > 0, there exists T2 > T1 > 0, such that

0 ≤ N(t) < ε, t ∈ [T2,+∞).

Similarly, if b2a2(K)K < m2, then we can choose ε small enough such that b2a2(K+
ε)(K + ε) + b3a3(ε)ε < m2, which leads to 0 ≤ P (t) → 0 as t → +∞. The
equation of R(t) is now asymptotically autonomous (see [24]), and its limit behavior
is determined by the semiflow generated by the following equation:

R′(t) = Rφ(R). (3.3)

It is well-known that every orbit of (3.3) converges to the unique positive constant
solution R = K (see [19]). Then from the theory of asymptotically autonomous
system [24], we can see that the solution ((R(t), N(t), P (t)) of (1.2) converges to
(K, 0, 0) as t → +∞. Since b1a1(K)K < m1 and b2a2(K)K < m2, it follows from
Theorem 3.1(ii) that E1 is locally asymptotically stable. Thus the equilibrium E1

is globally asymptotically stable, which proves the part (i).
(ii) When b1a1(K)K < m1, from the proof of part (i), we know that the equa-

tions of (R(t), P (t)) are now asymptotically autonomous (see [24]), and their limits
behavior is determined by the semiflow generated by the following equations:{

R′(t) = R(φ(R)− a2(R)P ),

P ′(t) = P (b2a2(R)R−m2 − d2P ).
(3.4)

If b2a2(K)K > m2, then (R2, P2) is the unique positive constant solution to (3.4).
We construct a well known Lyapunov functional as follows:

V (R(t), P (t)) =

∫ R

R2

b2a2(ξ)ξ −m2 − d2P2

a2(ξ)ξ
dξ +

∫ P

P2

η − P2

η
dη.

Then

Vt(u,w) =
b2a2(R)R−m2 − d2P2

a2(R)R
Rt +

P − P2

P
Pt

= (b2a2(R)R−m2 − d2P2)

(
φ(R)

a2(R)
− P2

)
− d2(P − P2)2

= (b2a2(R)R− b2a2(R2)R2)

(
φ(R)

a2(R)
− φ(R2)

a2(R2)

)
− d2(P − P2)2.

Therefore, the definitions of R2, P2 and (a1), (a2) imply that Vt ≤ 0 along an orbit
(R(t), P (t)) of subsystem (3.4) with any nonnegative initial condition (R(0), P (0)) 6=
(0, 0) or (K, 0). And Vt = 0 if and only if (R(t), P (t)) = (R2, P2), from which we
obtain that lim

t→∞
(R(t), P (t)) = (R2, P2). Similarly, it follows that the boundary

equilibrium E01 is globally asymptotically stable, which completes the proof of part
(ii).

4. Dynamical Properties of the Solution

This section is devoted to investigating the long time behavior of the solution
(R(t), N(t), P (t)) of (1.2). We first focus on finding the upper-bound functions
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for the basal resource, IG prey, and IG predator populations R(t), N(t) and P (t).
These bounds will provide us with crucial information on extinction, co-existence,
and exponential convergence of the species.

4.1. Exponential bounds and extinction scenarios

In this subsection, we study the ultimate bounds for the populations in model
(1.2). The following theorem concerns the exponential bounds of the IG prey and
IG predator, which leads to conditions for extinction of these populations.

Theorem 4.1. Assume that (R(t), N(t), P (t)) is the solution of (1.2) with R(0) >
0, N(0) > 0 and P (0) > 0. Then (R(t), N(t), P (t)) satisfies

R(t) > 0 and lim sup
t→∞

R(t) ≤ K,

N(0)e−(σ3J3+m1+d1J2)t ≤ N(t) ≤ N(0)e(b1σ1J1−m1)t,

P (0)e−(m2+d2J3)t ≤ P (t) ≤ P (0)e(b2σ2J1+b3σ3J2−m2)t,

(4.1)

where σi = max
t≥0

ai(R(t))(i = 1, 2), σ3 = max
t≥0

a3(N(t)) and Ji(i = 1, 2, 3) are defined

in Lemma 2.1. Moreover,

(i) if b1σ1J1 < m1, then the IG prey population N(t) converges to 0 as t→∞;

(ii) if b2σ2J1 + b3σ3J2 < m2, then the IG predator population P (t) converges to 0
as t→∞.

Proof. Recall that the original equation for the basal resource population is

R′(t) = R(φ(R)− a1(R)N − a2(R)P ).

From Lemma 2.1, we can directly get that R(t) > 0 for R(0) > 0 and

lim sup
t→∞

R(t) ≤ K.

Likewise, from the second and third equation in (1.2), we have

N(−σ3J3 −m1 − d1J2) ≤ dN

dt
≤ N(b1σ1J1 −m1),

and

P (−m2 − d2J3) ≤ dP

dt
≤ P (b2σ2J1 + b3σ3J2 −m2).

The comparison argument also implies that N(t) and P (t) satisfy the inequalities
in (4.1) and remain positive at any finite time. The upper bound N(0)e(b1σ1J1−m1)t

for N(t) converges to 0 as t → ∞ when b1σ1J1 < m1, and the upper bound
P (0)e(b2σ2J1+b3σ3J2−m2)t for P (t) converges to 0 as t→∞ when b2σ2J1 + b3σ3J2 <
m2.

We observe from the above proof that

R′(t) ≥ R(φ(R)− σ1J2 − σ2J3),

which implies that if σ1J2+σ2J3 < φ(0), then the basal resource species is persistent
with

lim inf
t→∞

R(t) ≥ c > 0,

where c is the unique root of φ(R) − σ1J2 − σ2J3 = 0. The following theorem
indicates that (1.2) is not persistent for larger σ1J2 + σ2J3.
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Theorem 4.2. If the following conditions hold:

b1σ1J1 < m1, b2σ2J1 + b3σ3J2 < m2, σ1J2 + σ2J3 > φ(0),

m1 − αb1σ1J2 > max{σ3J3 +m1 + d1J2,m2 + d2J3},

where α = σ1J2 + σ2J3 − φ(0), then there exist positive solutions (R(t), N(t), P (t))
of (1.2) with

lim
t→∞

(R(t), N(t), P (t)) = (0, 0, 0).

Proof. Let ν=min{σ3J3+m1+d1J2,m2+d2J3} and denote F (t)=max
{
R(t)
N(t) ,

R(t)
P (t)

}
.

Assume that 0 < R(0)
N(0) ,

R(0)
P (0) < α. We claim that F (t) < α and lim

t→∞
R(t) = 0 for all

t > 0.

By contradiction, assume that F (T ) = α and F (t) < α for 0 < t < T . By
standard comparison argument, then we have

R′(t) ≤ αN ′(t) = αN(b1a1(R)R− a3(N)P −m1 − d1N)

≤ αb1σ1J2R−m1αN

≤ (αb1σ1J2 −m1)R

for 0 ≤ t ≤ T and R(t) ≤ R(0)e−(m1−αb1σ1J2)t for 0 ≤ t ≤ T . From Theorem 4.1,
we also know that N(t) ≥ N(0)e−(σ3J3+m1+d1J2)t and P (t) ≥ P (0)e−(m2+d2J3)t. It
follows that

R(t)

N(t)
≤ R(0)

N(0)

e(σ3J3+m1+d1J2)t

e(m1−αb1σ1J2)t

and

R(t)

P (t)
≤ R(0)

P (0)

e(m2+d2J3)t

e(m1−αb1σ1J2)t

on the interval 0 ≤ t ≤ T . Since m1 − αb1σ1J2 > ν, we have that F (t) < α for
0 ≤ t ≤ T , which contradicts with the assumption that F (T ) = α. It follows that
R(t) ≤ R(0)e−(m1−αb1σ1J2)t for 0 ≤ t < ∞, and we have lim

t→∞
R(t) = 0. From

Theorem 4.1, we obtain lim
t→∞

N(t) = 0 and lim
t→∞

P (t) = 0.

Remark 4.1. Under the assumption of Theorem 4.2 we have that lim
t→∞

(R(t), N(t),

P (t)) = (0, 0, 0) when the initial population R(0) is relatively smaller than N(0)
and P (0). However, the restrictions on the ratio of initial population sizes required
in the proof of Theorem 4.2 do not allow us to obtain even local asymptotic stability
for the trivial equilibrium E0.

4.2. Permanence

In order to investigate the permanence effect of the populations in the model (1.2)
when b1σ1J1 > m1 and b2σ2J1 +b3σ3J2 > m2, we apply the approach of Pao in [25],

defining a pair of upper-lower solutions (R̃, Ñ , P̃ ) and (R̂, N̂ , P̂ ) for system (1.2)
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satisfying the following differential inequalities:

dR̃

dt
≥ R̃(φ(R̃)− a1(R̃)N̂ − a2(R̃)P̂ ),

dÑ

dt
≥ Ñ(b1a1(R̃)R̃− a3(Ñ)P̂ −m1 − d1Ñ),

dP̃

dt
≥ P̃ (b2a2(R̃)R̃+ b3a3(Ñ)Ñ −m2 − d2P̃ ),

dR̂

dt
≤ R̂(φ(R̂)− a1(R̂)Ñ − a2(R̂)P̃ ),

dN̂

dt
≤ N̂(b1a1(R̂)R̂− a3(N̂)P̃ −m1 − d1N̂),

dP̂

dt
≤ P̂ (b2a2(R̂)R̂+ b3a3(N̂)N̂ −m2 − d2P̂ ),

(4.2)

with (R̃(t), Ñ(t), P̃ (t)) ≥ (R̂(t), N̂(t), P̂ (t)) for all t ≥ 0. It is well-known by com-
parison arguments in differential equation systems (see [25]) that if there exists a
pair of upper-lower solutions, then the solution of model (1.2) satisfies

(R̃(t), Ñ(t), P̃ (t)) ≥ (R(t), N(t), P (t)) ≥ (R̂(t), N̂(t), P̂ (t))

for all t > 0 as long as

(R̃(0), Ñ(0), P̃ (0)) ≥ (R(0), N(0), P (0)) ≥ (R̂(0), N̂(0), P̂ (0)).

The three inequalities in (4.2) for lower solutions can be easily satisfied by setting

(R̂(t), N̂(t), P̂ (t)) = (0, 0, 0),

which gives the nonnegativity of the populations. For ultimate upper bounds of the
populations, it suffices to suitably construct upper solutions (R̃(t), Ñ(t), P̃ (t)) with

(R̃(0), Ñ(0), P̃ (0)) = (R(0), N(0), P (0)).

Lemma 4.1. Assume that b1a1(K)K > m1 and b2a2(K)K + b3a3(J4)J4 > m2,

where J4 = b1a1(K)K−m1

d1
. If (R(0), N(0), P (0)) > (0, 0, 0), then the population

function (R(t), N(t), P (t)) as solution of (1.2) remains nonnegative and satisfies

lim sup
t→∞

R(t) ≤ K,

lim sup
t→∞

N(t) ≤ b1a1(K)K −m1

d1
,

lim sup
t→∞

P (t) ≤ b2a2(K)K + b3a3(J4)J4 −m2

d2
.

(4.3)

Proof. By setting (R̂(t), N̂(t), P̂ (t)) = (0, 0, 0), we can find an upper solution R̃
for R(t) in model (1.2) that satisfies

dR̃

dt
= R̃φ(R̃), R̃(0) = R(0). (4.4)
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It is known through a simple stability analysis of (4.4) that

lim sup
t→∞

R(t) ≤ lim
t→∞

R̃(t) = K. (4.5)

For any ε > 0, there exists a T3 > 0 such that

dN

dt
≤ N(b1a1(K)K −m1 − d1N) + ε

in (T3,∞). From the arbitrariness of ε, we can find an upper solution Ñ for N(t)
in (T3,∞),

dÑ

dt
= Ñ(b1a1(K)K −m1 − d1Ñ), Ñ(T3) = N(T3). (4.6)

Seeing that for b1a1(K)K > m1, the positive equilibrium b1a1(K)K−m1

d1
of (4.6) is

globally asymptotically stable, we can also conclude that

lim sup
t→∞

N(t) ≤ lim
t→∞

Ñ(t) =
b1a1(K)K −m1

d1
, J4. (4.7)

Finally, by the ultimate upper bounds for R(t) and N(t) given in (4.5) and (4.7),
we see that for any ε > 0, there exists T4 > T3 > 0 such that

dP

dt
≤ P (b2a2(K)K + b3a3(J4)J4 −m2 − d2P ) + ε

in (T4,∞). Again from the arbitrariness of ε, we can find an upper solution P̃ for
P (t) in (T4,∞),

dP̃

dt
= P̃ (b2a2(K)K + b3a3(J4)J4 −m2 − d2P̃ ), P̃ (T4) = P (T4). (4.8)

When b1a1(K)K > m1 and b2a2(K)K + b3a3(J4)J4 > m2, the equation (4.8) has

only one positive equilibrium b2a2(K)K+b3a3(J4)J4−m2

d2
which is globally asymptoti-

cally stable. This implies that

lim sup
t→∞

P (t) ≤ lim
t→∞

P̃ (t) =
b2a2(K)K + b3a3(J4)J4 −m2

d2
.

We next show the sufficient conditions when the IGP model (1.2) is permanent
with all populations ultimately bounded away from 0 provided that σ1J2 + σ2J3 <
φ(0).

Lemma 4.2. Assume that b1a1(c)c − a3(J4)J5 > m1, b2a2(c)c + b3a3(J6)J6 > m2

and σ1J2 +σ2J3 < φ(0), where Ji(i = 4, 5, 6) are defined in the proof of this lemma.
If (R(0), N(0), P (0)) > (0, 0, 0), then the population function (R(t), N(t), P (t)) as
solution of (1.2) satisfies

lim inf
t→∞

R(t) ≥ c,

lim inf
t→∞

N(t) ≥ b1a1(c)c− a3(J4)J5 −m1

d1
,

lim inf
t→∞

P (t) ≥ b2a2(c)c+ b3a3(J6)J6 −m2

d2
.

(4.9)
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Proof. It is clear that the upper and lower solutions for model (1.2) are the upper
and lower bounds of the populations (R(t), N(t)P (t)) in respective time intervals.
From the nonnegativity of the populations, we see that a lower solution for R(t)
can be obtained by the equation

dR̂

dt
= R̂(φ(R̃)− σ1J2 − σ2J3) in (0,∞), R̂(0) = R(0). (4.10)

By the assumption that σ1J2 + σ2J3 < φ(0), we have

lim inf
t→∞

R(t) ≥ lim
t→∞

R̂(t) = c > 0. (4.11)

Using the nonnegativity of P (t), for any ε > 0, there exists a T5 > 0 such that

dN

dt
≥ N(b1a1(c)c− a3(J4)J5 −m1 − d1N)− ε

in (T5,∞), where J4 = b1a1(K)K−m1

d1
, J5 = b2a2(K)K+b3a3(J4)J4−m2

d2
. From the arbi-

trariness of ε, we can find a lower solution N̂ for N(t) in (T5,∞),

dN̂

dt
= N̂(b1a1(c)c− a3(J4)J5 −m1 − d1N̂), N̂(T5) = N(T5). (4.12)

Seeing that the nontrivial equilibrium b1a1(c)c−a3(J4)J5−m1

d1
> 0 of (4.12) is globally

asymptotically stable when b1a1(c)c− a3(J4)J5 > m1, we can also conclude that

lim inf
t→∞

N(t) ≥ lim
t→∞

N̂(t) =
b1a1(c)c− a3(J4)J5 −m1

d1
, J6. (4.13)

Finally, by the ultimate lower bounds for R(t) and N(t) given in (4.11) and (4.13),
we obtain that for any ε > 0, there exists T6 > T5 > 0 such that

dP

dt
≥ P (b2a2(c)c+ b3a3(J6)J6 −m2 − d2P )− ε

in (T6,∞), where J6 = b1a1(c)c−a3(J4)J5−m1

d1
. From the arbitrariness of ε, we can

also find a lower solution P̂ for P (t) in (T6,∞),

dP̂

dt
= P̂ (b2a2(c)c+ b3a3(J6)J6 −m2 − d2P̂ ), P̃ (T6) = P (T6). (4.14)

When b1a1(c)c − a3(J4)J5 > m1 and b2a2(c)c + b3a3(J6)J6 > m2, the nonlinear

equation (4.14) has only one positive equilibrium b2a2(c)c+b3a3(J6)J6−m2

d2
which is

globally asymptotically stable. This implies that

lim inf
t→∞

P (t) ≥ lim
t→∞

P̂ (t) =
b2a2(c)c+ b3a3(J6)J6 −m2

d2
.

The proof is completed.

Remark 4.2. It can be seen in Section 3 that when b2a2(R1)R1+b3a3(N1)N1 > m2

and b1a1(R2)R2 − a3(0)P2 > m1, both of the equilibria E10 and E01 are unsta-
ble. Notice that φ(R1) − a1(R1)N1 = b1a1(R1)R1 −m1 − d1N1 = 0 and φ(R2) −
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a2(R2)P2 = b2a2(R2)R2 −m2 − d2P2 = 0, which implies R1, R2 > c, J5 > P2 and
J4 > N1 > J6. Then we have that b2a2(R1)R1+b3a3(N1)N1 > b2a2(c)c+b3a3(J6)J6

and b1a1(R2)R2 − a3(0)P2 > b1a1(c)c − a3(J4)J5. Therefore, the conditions in
Lemma 4.2 also imply the instability of the semi-trivial and boundary equilibria
discussed in Section 3.

Remark 4.3. Since K > c and J4 > J6, we have that b1a1(K)K > b1a1(c)c −
a3(J4)J5 and b2a2(K)K + b3a3(J4)J4 > b2a2(c)c+ b3a3(J6)J6. Therefore, the con-
ditions in Lemma 4.2 guarantee the existence of ultimate upper and lower bounds
of the populations (R(t), N(t)P (t)) of model (1.2).

When the conditions in Lemma 4.2 hold, the obtained ultimate lower bounds
and the ultimate upper bounds given in Lemma 4.1 form a positive global attractor
for the food-chain model (1.2) so that the ecological system is permanent. Define

R(0) = c,

R
(0)

= K,

N (0) =
b1a1(c)c− a3(J4)J5 −m1

d1
,

N
(0)

=
b1a1(K)K −m1

d1
,

P (0) =
b2a2(c)c+ b3a3(J6)J6 −m2

d2
,

P
(0)

=
b2a2(K)K + b3a3(J4)J4 −m2

d2
,

(4.15)

where J4 = b1a1(K)K−m1

d1
, J5 = b2a2(K)K+b3a3(J4)J4−m2

d2
and J6 = b1a1(c)c−a3(J4)J5−m1

d1
.

It is already proven that

(R(0), N (0), P (0)) ≤ lim inf
t→∞

(R(t), N(t), P (t))

≤ lim sup
t→∞

(R(t), N(t), P (t)) ≤ (R
(0)
, N

(0)
, P

(0)
). (4.16)

For any ε there exists a Tε > 0 such that in (Tε,∞),

dR

dt
≤ R(φ(R)− a1(R)N (0) − a2(R)P (0)) + ε,

dR

dt
≥ R(φ(R)− a1(R)N

(0) − a2(R)P
(0)

)− ε,

dN

dt
≤ N(b1a1(R

(0)
)R

(0) − a3(N)P (0) −m1 − d1N) + ε,

dN

dt
≥ N(b1a1(R(0))R(0) − a3(N)P

(0) −m1 − d1N)− ε,

dP

dt
≤ P (b2a2(R

(0)
)R

(0)
+ b3a3(N

(0)
)N

(0) −m2 − d2P ) + ε,

dP

dt
≥ P (b2a2(R(0))R(0) + b3a3(N (0))N (0) −m2 − d2P )− ε.

(4.17)

One can uniquely solve for the new values of ultimate bounds (R(1), N (1), P (1)) and
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(R
(1)
, N

(1)
, P

(1)
) from the following system:

φ(R
(1)

)− a1(R
(1)

)N (0) − a2(R
(1)

)P (0) = 0,

φ(R(1))− a1(R(1))N
(0) − a2(R(1))P

(0)
= 0,

b1a1(R
(0)

)R
(0) − a3(N

(1)
)P (0) −m1 − d1N

(1)
= 0,

b1a1(R(0))R(0) − a3(N (1))P
(0) −m1 − d1N

(1) = 0,

b2a2(R
(0)

)R
(0)

+ b3a3(N
(0)

)N
(0) −m2 − d2P

(1)
= 0,

b2a2(R(0))R(0) + b3a3(N (0))N (0) −m2 − d2P
(1) = 0.

(4.18)

By the arbitrariness of ε and the stability analysis of each single equation related
to the inequalities in (4.17), we see that each of the unique positive steady-state
value solved in (4.18) is globally asymptotically stable in the respective differential
equation. The comparison argument implies that

(R(0), N (0), P (0)) ≤ (R(1), N (1), P (1))

≤ lim inf
t→∞

(R(t), N(t), P (t)) ≤ lim sup
t→∞

(R(t), N(t), P (t))

≤ (R
(1)
, N

(1)
, P

(1)
) ≤ (R

(0)
, N

(0)
, P

(0)
). (4.19)

Through induction, it can be shown that two monotone sequences (R(n), N (n), P (n))

and (R
(n)
, N

(n)
, P

(n)
) will be generated by

φ(R
(n+1)

)− a1(R
(n+1)

)N (n) − a2(R
(n+1)

)P (n) = 0,

φ(R(n+1))− a1(R(n+1))N
(n) − a2(R(n+1))P

(n)
= 0,

b1a1(R
(n)

)R
(n) − a3(N

(n+1)
)P (n) −m1 − d1N

(n+1)
= 0,

b1a1(R(n))R(n) − a3(N (n+1))P
(n) −m1 − d1N

(n+1) = 0,

b2a2(R
(n)

)R
(n)

+ b3a3(N
(n)

)N
(n) −m2 − d2P

(n+1)
= 0,

b2a2(R(n))R(n) + b3a3(N (n))N (n) −m2 − d2P
(n+1) = 0.

(4.20)

Moreover, they are ultimate upper and lower bounds for (R(t), N(t), P (t)) in model
(1.2) and

(R(n), N (n), P (n)) ≤ (R(n+1), N (n+1), P (n+1))

≤ lim inf
t→∞

(R(t), N(t), P (t)) ≤ lim sup
t→∞

(R(t), N(t), P (t))

≤ (R
(n+1)

, N
(n+1)

, P
(n+1)

) ≤ (R
(n)
, N

(n)
, P

(n)
). (4.21)

Since the non-decreasing sequence (R(n), N (n), P (n)) and non-increasing sequence

(R
(n)
, N

(n)
, P

(n)
) are both bounded by (R(0), N (0), P (0)) and (R

(0)
, N

(0)
, P

(0)
),

(R(n), N (n), P (n)) converges to (R,N, P ) and (R
(n)
, N

(n)
, P

(n)
) converges to (R,N,P ).
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By setting n→∞ in 4.20 and (4.21) we can conclude that

φ(R)− a1(R)N − a2(R)P = 0,

φ(R)− a1(R)N − a2(R)P = 0,

b1a1(R)R− a3(N)P −m1 − d1N = 0,

b1a1(R)R− a3(N)P −m1 − d1N = 0,

b2a2(R)R+ b3a3(N)N −m2 − d2P = 0,

b2a2(R)R+ b3a3(N)N −m2 − d2P = 0,

(4.22)

and

(R,N, P ) ≤ lim inf
t→∞

(R(t), N(t), P (t)) ≤ lim sup
t→∞

(R(t), N(t), P (t)) ≤ (R,N,P ).

(4.23)

From the existence-comparison theory in [25], there exists a positive equilibrium
bounded by (R,N, P ) and (R,N,P ). Thus, we have the following theorem on
permanence.

Theorem 4.3. Assume that b1a1(c)c−a3(J4)J5 > m1, b2a2(c)c+ b3a3(J6)J6 > m2

and σ1J2 + σ2J3 < φ(0), where Ji(i = 4, 5, 6) are defined in the proof of Lemma
4.2. Let (R,N, P ) and (R,N,P ) be the respective limits of the monotone sequences

(R(n), N (n), P (n)) and (R
(n)
, N

(n)
, P

(n)
) generated in (4.20). Then the IGP model

(1.2) is permanent, with a global attractor [R,R] × [N,N ] × [P , P ] which contains
a positive equilibrium (R∗, N∗, P ∗). Moreover, if (R,N, P ) = (R,N,P ), then the
positive equilibrium (R∗, N∗, P ∗) is unique and globally asymptotically stable.

Remark 4.4. We observe that positive equilibrium for model (1.2) need not be
stable. And Theorem 4.3 also implies that there is no periodic solution of (1.2) if
(R,N, P ) = (R,N,P ).

5. Model with the Linear Functional Response

In this section we apply the results obtained in Sections 3 and 4 to studying the
IGP model with simplest functional and numerical responses as follows:

R′(t) = R(r(1− R
K )− a1N − a2P ),

N ′(t) = N(b1a1R− a3P −m1 − d1N),

P ′(t) = P (b2a2R+ b3a3N −m2 − d2P ),

(5.1)

where basal resource is described as logistic growth with carrying capacity K. The
parameters ai, i = 1, 2, 3 represent the pradation rates for the three predator-prey
interactions mentioned above. The parameters bi, i = 1, 2, 3 represent the conversion
rates of prey to predator for the three interactions, and the parameters m1 and m2

are the death rates of the IG prey and predator, respectively. And d1 and d2 scale
the effect of intraspecific competition in the growth rate of IG prey and IG predator,
respectively. We assume that all parameters are strictly positive.
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For the convenience of mathematical analysis, we can use new dimensionless
variables and parameters:

x =
R

K
, y =

a1N

r
, z =

a2P

R
, t̃ = rt, γ1 =

b1a1K

r
, γ2 =

b2a2K

r
,

and

c =
a3

a2
, γ3 =

b3a3

a1
, e1 =

m1

r
, e2 =

m2

r
, δ1 =

d1

a1
, δ2 =

d2

a2
.

But for simplicity, we keep the same notation for t. Then, we have
x′ = x(1− x− y − z),
y′ = y(γ1x− cz − e1 − δ1y),

z′ = z(γ2x+ γ3y − e2 − δ2z).
(5.2)

Obviously, Eq. (5.2) has five possible equilibria in the domain Ω, namely,

(i) trivial equilibrium: E0 := (0, 0, 0) and semi-trivial equilibrium: E1 := (1, 0, 0),

(ii) IG prey-only equilibrium: E10 :=
(
e1+δ1
γ1+δ1

, γ1−e1γ1+δ1
, 0
)

and IG predator-only e-

quilibrium: E01 :=
(
e2+δ2
γ2+δ2

, 0, γ2−e2γ2+δ2

)
,

(iii) positive equilibrium: E∗ := (x∗, y∗, z∗) =
(

Λ1

Λ ,
Λ2

Λ ,
Λ3

Λ

)
,where

Λ = γ1δ2 + γ2δ1 + δ1δ2 + γ1γ3 + cγ3 − cγ2,

Λ1 = e1δ2 + e2δ1 + δ1δ2 + γ3e1 + cγ3 − ce2,

Λ2 = γ1δ2 + γ1e2 + ce2 − e1δ2 − γ2e1 − cγ2,

Λ3 = γ1γ3 + γ2e1 + γ2δ1 − γ1e2 − γ3e1 − e2δ1.

Proposition 5.1. The conditions for the existence of equilibria of system (3.2) are
following:

(i) the trivial equilibrium E0 and semi-trivial equilibrium E1 always exist;

(ii) the IG prey-only equilibrium E10 exists if and only if γ1 > e1, and the IG
predator-only equilibrium E01 exists if and only if γ2 > e2;

(iii) the unique positive equilibrium E∗ exists if and only if Λ 6= 0 and Λi
Λ > 0, for

i = 1, 2, 3.

Remark 5.1. It is easy to check that the positive equilibrium E∗ exists but is
unstable when Λ < 0,Λi < 0, i = 1, 2, 3.

5.1. Trivial, semi-trivial and boundary equilibria

We first recall some well-known one or two dimensional results.

Proposition 5.2 ( [19]). The subspaces H1 = {(x, 0, 0) : x ≥ 0}, H2 = {(x, y, 0) :
x, y ≥ 0}, H3 = {(x, 0, z) : x, z ≥ 0} and H4 = {(0, y, z) : y, z ≥ 0} are invariant.
Moreover, the following statements are true.
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(i) On H1, system (5.2) is reduced to the one-dimensional subsystem

dx

dt
= x(1− x). (5.3)

Then the trivial equilibrium E0 is unstable and E1 is globally asymptotically
stable.

(ii) On H2, system (5.2) is reduced to the two-dimensional subsystem

dx

dt
= x(1− x− y),

dy

dt
= y(γ1x− e1 − δ1y).

(5.4)

If γ1 < e1 then E10 doest not exist and E1 is globally asymptotically stable;
otherwise, if γ1 > e1 then the equilibria E0, E1 are saddles and E10 is globally
asymptotically stable.

(iii) On H3, system (5.2) is reduced to the two-dimensional subsystem

dx

dt
= x(1− x− z),

dz

dt
= z(γ2x− e2 − δ2z).

(5.5)

If γ2 < e2 then E01 doest not exist and E1 is globally asymptotically stable;
otherwise, if γ2 > e2 then the equilibria E0, E1 are saddles and E01 is globally
asymptotically stable.

(iv) On H4, the trivial equilibrium E0 is globally asymptotically stable.

We next analyze the dynamics of all solutions of (5.2) near the boundary equi-
libria. According to Theorems 3.1, 3.2 and 3.3, we get the stability conclusions of
the trivial, semi-trivial and boundary equilibria.

Proposition 5.3. Consider system (5.2).

(i) The trivial equilibrium E0 is always a saddle with the unstable subspace H1

and the stable subspace H4.

(ii) The semi-trivial equilibrium E1 is locally asymptotically stable if and only if
γ1 < e1 and γ2 < e2.

(iii) If γ1 > e1, then E10 exists and is locally asymptotically stable if and only if

− e2 +
γ2(e1 + δ1)

γ1 + δ1
+
γ3(γ1 − e1)

γ1 + δ1
< 0. (5.6)

(iv) If γ2 > e2, then E01 exists and is locally asymptotically stable if and only if

− e1 +
γ1(e2 + δ2)

γ2 + δ2
− c(γ2 − e2)

γ2 + δ2
< 0. (5.7)

From Theorem 3.4, we have the following extinction results.

Proposition 5.4. Let (x(t), y(t), z(t)) be a solution of system (5.2) with initial con-
dition (x(0), y(0), z(0)) where x(0) > 0, y(0) > 0 and z(0) > 0. Then the following
statements are true.
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(i) If γ1 < e1 and γ2 < e2, then the boundary equilibria E10 and E01 do not exist
and we have the limits lim

t→∞
y(t) = 0 and lim

t→∞
z(t) = 0. Furthermore, E1 is

globally asymptotically stable.

(ii) If γ1 < e1 and γ2 > e2, then one boundary equilibrium E10 does not exist
but the other boundary equilibrium E01 exists. Moreover, we have the limit
lim
t→∞

y(t) = 0 and the equilibrium E01 is globally asymptotically stable.

These results can be easily interpreted in the biological point of view. If the
death rate e1 of species y is greater than the conversion rate γ1, then y will die out
eventually and system (5.2) is reduced to the one-dimensional x subsystem (5.3)
or two-dimensional x–z subsystem (5.5). Thus classical two-dimensional results,
Proposition 5.2, can be applied. Therefore, from now on, we make the generic
assumption,

(L1) γ1 > e1,
which will be used in the rest of this section. However, for species z the dynamics
are more complicated. We consider this in the next subsection.

5.2. Existence, local stability and global dynamics of the e-
quilibria of system (5.2)

In this section, we always assume that assumption (L1) holds. Seeing Fig. 3, we
have six generic cases of classification of parameters based on the relation of γ2

and γ3 respect to the death rate, e2, of species z. Similar to [17], we will classify
the dynamics of (5.2) according to e2 within regions (1)–(6) by the following four
categories,

(I) e2 > max{γ2, γ3} (in region (3) and (6) of Fig. 3);

(II) γ2 > max{e2, γ3} (in region (1) and (2) of Fig. 3);

(III) e2 < γ2 < γ3 (in region (4) of Fig. 3);

(IV) γ2 < e2 < γ3 (in region (5) of Fig. 3).

(1) (2) (3)

0 γ3 γ2

(4) (5) (6)

0 γ2 γ3

(a) γ2 > γ3 (b) γ2 < γ3

Figure 3. All generic possibilities of classification of parameters with varied e2 in regions (1)–(6) with
γ1 > e1.

We will discuss the dynamics of each category in the following subsections.

5.2.1. Category (I): e2 > max{γ2, γ3}

In this category, since assumption (L1) and e2 > max{γ2, γ3} hold, the boundary
equilibrium E10 exists but the other boundary equilibrium E01 does not exist. Then
we consider the possible existence of positive equilibria. To find the positive pos-
itive equilibrium E∗ = (x∗, y∗, z∗) is to find the positive solution of the following
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equations

1− x− y − z = 0,

γ1x− cz − e1 − δ1y = 0,

γ2x+ γ3y − e2 − δ2z = 0.

With the substitution, x = 1− y − z, we obtain two straight lines, L1 and L2,

L1 : (γ1 + δ1)y + (γ1 + c)z = γ1 − e1, (5.8)

L2 : (γ2 − γ3)y + (γ2 + δ2)z = γ2 − e2. (5.9)

Hence the positive equilibrium exists if and only if these two straight lines L1 and
L2 intersect in the interior of the first quadrant of the yz-plane. The only possibility
of existence of a positive equilibrium is that parameters satisfy inequalities γ2 < γ3

and e2−γ2
γ3−γ2 < γ1−e1

γ1+δ1
. But, this is impossible since if γ2 < γ3 then e2−γ2

γ3−γ2 > 1 >
γ1−e1
γ1+δ1

. Hence there is no positive equilibrium in category (I). However, we have the

following extinction and globally stability results and the dynamics of category (I)
are summarized in Table 1.

Proposition 5.5. Let assumption (L1) and e2 > max{γ2, γ3} hold. Then equilibria
E01 and E∗ do not exist. Moreover, we have that lim

t→∞
z(t) = 0 and the equilibrium

E10 is globally asymptotically stable.

Proof. We first proof that the boundary equilibrium E10 is asymptotically stable.
Consider two subcases, γ2 ≥ γ3 or γ2 < γ3. If γ2 ≥ γ3 then

−e2 +
γ2(e1 + δ1)

γ1 + δ1
+
γ3(γ1 − e1)

γ1 + δ1
≤ −e2 +

γ2(e1 + δ1)

γ1 + δ1
+
γ2(γ1 − e1)

γ1 + δ1
= γ2 − e2 < 0

holds. On the other hand, if γ2 < γ3 then

−e2 +
γ2(e1 + δ1)

γ1 + δ1
+
γ3(γ1 − e1)

γ1 + δ1
= γ3 − e2 +

(γ2 − γ3)(e1 + δ1)

γ1 + δ1
< 0

holds. Hence E10 is locally asymptotically stable in R3 by Proposition 5.3.
Without loss of generality, we assume that x(t) ≤ 1 for t large enough. Define

ν = max{γ2, γ3} and consider

z′

z
+ ν

x′

x
= (γ2x+ γ3y − e2 − δ2z) + ν(1− x− y − z)

= ν − e2 + (γ2 − ν)x+ (γ3 − ν)y − (δ2 + ν)z

≤ ν − e2 < 0,

which implies z(t)(x(t))ν → 0 as t→∞. Then we should consider two possibilities,
one of which is that there exists a sequence of time {tn} such that tn → ∞ and
x(tn)→ 0 as n→∞, the other of which is that there exists ε > such that x(t) > ε
for all time t.

Assume that there is a sequence {tn} such that x(tn) → 0 as n → ∞. Since
the solutions of (5.2) are bounded, there is a point qqq = (0, ȳ, z̄) ∈ H4 ∩ ω(ppp).
By Proposition 5.2, the solutions of (5.2) with initial condition qqq ∈ H4, φ(t, qqq), will
approach E0 when t→∞. Hence E0 ∈ ω(ppp). It is clear that ω(ppp) 6= {E0}. Applying
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Butler-McGehee Lemma [6, 9], there is a point rrr = (x̄, 0, 0) ∈ H1 ∩ ω(ppp). Clearly,
rrr 6= E0 and φ(t, rrr) approaches E1 as t → ∞. Similarly, E1 ( ω(ppp) and applying
Butler-McGehee Lemma again, we can find a point sss ∈ H2∩ω(ppp) since the unstable
manifold of E1 is contained in H2. Again, φ(t, sss) approaches E10, hence E10 ∈ ω(ppp).
Since E10 is asymptotically stable in R3, we have the limit lim

t→∞
φ(t,ppp) = E10.

On the other hand, if x(t) > ε > 0 for all t then we have z(t) → 0 as t → ∞.
Similar to the previous arguments, we can find a point s1 ∈ H2 ∩ ω(ppp). The rest of
the proof is almost the same as the previous one, so we omit it. We complete the
proof.

5.2.2. Category (II): γ2 > max{e2, γ3}

In this category, since assumption (L1) and γ2 > e2 hold, the boundary equilibria
E10 and E01 exist. Similarly, we solve (5.8) and (5.9) to find the positive equilibrium
E∗. There are four generic cases of Category (II) as shown in Fig. 4.

γ2−e2
γ2−γ3

γ2−e2
γ2+δ2

γ1−e1
γ1+δ1

γ1−e1
γ1+c

L1

L2

y

z

γ1−e1
γ1+δ1

γ1−e1
γ1+c

γ2−e2
γ2−γ3

γ2−e2
γ2+δ2

L2

L1

y

z

γ2−e2
γ2−γ3

γ2−e2
γ2+δ2

γ1−e1
γ1+δ1

γ1−e1
γ1+c

L2

L1

y

z

γ1−e1
γ1+δ1

γ1−e1
γ1+c

γ2−e2
γ2−γ3

γ2−e2
γ2+δ2

L1

L2

y

z

(a) (b) (c) (d)

Figure 4. The four possible generic cases for the intersection of the two straight lines L1 and L2 for
category (II).

In Fig. 4(a), the two straight lines do not intersect in the first quadrant if
γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 and γ1−e1

γ1+c > γ2−e2
γ2+δ2

. These two inequalities are equivalent to (5.6)

and the reversed (5.7). Hence in this case E10 is stable, E01 is unstable and E∗

does not exist. The arguments of local dynamics in other three cases of category
(II) are similar, so we omit them. And the results of local stability of the boundary
equilibria and existence of positive equilibrium of category (II) are summarized in
Table 1.

If E∗ exists then the the characteristic equation at E∗ is given by

4(E∗) = λ3 +A2λ
2 +A1λ+A0 = 0, (5.10)

where

A2 = x∗ + δ1y
∗ + δ2z

∗, A0 = x∗y∗z∗Λ,

A1 = x∗y∗(δ1 + γ1) + x∗z∗(δ2 + γ2) + y∗z∗(δ1δ2 + cγ3).

By Routh-Hurwitz criterion, the real parts of three roots of the characteristic equa-
tion are all negative if and only if

Λ = γ1δ2 + γ2δ1 + δ1δ2 + γ1γ3 + cγ3 − cγ2 > 0 (5.11)

and

A2A1 −A0 =x∗2y∗(δ1 + γ1) + x∗2z∗(δ2 + γ2) + x∗y∗2(δ2
1 + δ1γ1)
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+ y∗2z∗(δ2
1δ2 + cγ3δ1) + x∗z∗2(δ2

2 + δ2γ2)

+ y∗z∗2(δ1δ
2
2 + cγ3δ2) + x∗y∗z∗(2δ1δ2 + cγ2 − γ1γ3)

>0. (5.12)

In this category, we obtain two extinction results and one bistability phenomenon.

Proposition 5.6. Let assumption (L1) and γ2 > max{e2, γ3} hold. Then the
following statements are true.

(i) In case (a) of Category (II), that is γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 and γ1−e1

γ1+c > γ2−e2
γ2+δ2

, if

(5.11) holds, then the species z dies out eventually and the equilibrium E10 is
globally asymptotically stable.

(ii) In case (b) of Category (II), that is γ1−e1
γ1+δ1

< γ2−e2
γ2−γ3 and γ1−e1

γ1+c < γ2−e2
γ2+δ2

, if

(5.11) holds, then the species y dies out eventually and the equilibrium E01 is
globally asymptotically stable.

(iii) In case (c) of Category (II), that is γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 and γ1−e1

γ1+c < γ2−e2
γ2+δ2

, the
equilibrium E∗ is a saddle point. Meanwhile, a bistability phenomenon occurs.

Proof. (i) Consider

z′

z
+
γ1γ3 + δ1γ2

γ1 + δ1

x′

x
− γ2 − γ3

γ1 + δ1

y′

y
=(γ2x+ γ3y − e2 − δ2z) +

γ1γ3 + δ1γ2

γ1 + δ1
(1− x

− y − z)− γ2 − γ3

γ1 + δ1
(γ1x− cz − e1 − δ1y)

=− e2 +
γ1γ3 + δ1γ2

γ1 + δ1
+
e1(γ2 − γ3)

γ1 + δ1
− Λ

γ1 + δ1
z

≤− e2 +
γ1γ3 + δ1γ2

γ1 + δ1
+
e1(γ2 − γ3)

γ1 + δ1
< 0.

Hence we have z(t)(x(t))
γ1γ3+δ1γ2
γ1+δ1 → 0 as t → ∞. The remaining arguments are

similar, so we omit them.
(ii) Similarly, we consider

y′

y
− cγ2 − γ1δ2

γ2 + δ2

x′

x
− γ1 + c

γ2 + δ2

z′

z
=(γ1x− cz − e1 − δ1y)− cγ2 − γ1δ2

γ2 + δ2
(1− x

− y − z)− γ1 + c

γ2 + δ2
(γ2x+ γ3y − e2 − δ2z)

=− e1 −
cγ2 − γ1δ2
γ2 + δ2

+
e2(γ1 + c)

γ2 + δ2
− Λ

γ2 + δ2
y

≤− e1 −
cγ2 − γ1δ2
γ2 + δ2

+
e2(γ1 + c)

γ2 + δ2
< 0.

If cγ2−γ1δ2 ≥ 0 then y(t)→ 0 as t→∞; if cγ2−γ1δ2 < 0, then y(t)(x(t))
γ1δ2−cγ2
γ2+δ2 →

0 as t→∞. The remaining arguments are similar, so we omit them.
(iii) It is easy to see that the assumptions γ1−e1

γ1+δ1
> γ2−e2

γ2−γ3 and γ1−e1
γ1+c < γ2−e2

γ2+δ2
imply the inequality,

γ1 + c

γ1 + δ1
>
γ2 + δ2
γ2 − γ3

.



Intraguild predation model with intraspecific competition 1515

This inequality is equivalent to Λ < 0. Hence the positive equilibrium E∗ is un-
stable. Since A2 > 0 and A0 < 0, the sum of all roots of (5.10) is less than 0 and
the product of all roots of (5.10) is large than 0, which implies the equilibrium E∗

is a saddle point. Since γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 and γ1−e1

γ1+c < γ2−e2
γ2+δ2

are equivalent to the

inequalities (5.6) and (5.7), respectively, it follows from Proposition 5.2 that E10

and E01 are both locally asymptotically stable. That is, a bistability phenomenon
occurs. We complete the proof.

5.2.3. Category (III): e2 < γ2 < γ3

In this category, since assumption (L1) and γ2 > e2 hold, the boundary equilibria
E10 and E01 exist. Similarly, we solve (5.8) and (5.9) to find the positive equilibrium
E∗. There are two generic cases of Category (III) as shown in Fig. 5.

γ2−e2
γ2−γ3

γ2−e2
γ2+δ2

γ1−e1
γ1+δ1

γ1−e1
γ1+c

L2

L1

y

z

γ2−e2
γ2−γ3

γ2−e2
γ2+δ2

γ1−e1
γ1+δ1

γ1−e1
γ1+cL2

L1

y

z

(a)
γ1−e1
γ1+c >

γ2−e2
γ2+δ2

(b)
γ1−e1
γ1+c <

γ2−e2
γ2+δ2

Figure 5. The two possible generic cases for the intersection of the two straight lines L1 and L2 for
category (III).

For category (III), it is obvious that E10 is unstable, since

−e2 +
γ2(e1 + δ1)

γ1 + δ1
+
γ3(γ1 − e1)

γ1 + δ1
= γ2 − e2 +

(γ3 − γ2)(γ1 − e1)

γ1 + δ1
> 0.

Remaining arguments of local dynamics of category (III) are similar to the previ-
ous category, so we omit them and summarize the results on the local stability of
boundary equilibria and the existence of positive equilibrium of category (III) in
Table 1. We then have the following extinction result.

Proposition 5.7. Let assumption (L1) and e2 < γ2 < γ3 hold. In case (b) of
category (III), that is γ1−e1

γ1+δ1
> γ2−e2

γ2−γ3 and γ1−e1
γ1+c < γ2−e2

γ2+δ2
, the species y dies out

eventually and the equilibrium E01 is globally asymptotically stable.

Proof. We first show that inequality (5.11) holds in this case. Since γ1−e1
γ1+δ1

>
γ2−e2
γ2−γ3 ,

γ1−e1
γ1+c < γ2−e2

γ2+δ2
and e2 < γ2 < γ3, we have that

γ1 + c

γ1 + δ1
>
γ2 + δ2
γ2 − γ3

,

which is equivalent to (5.11). Moreover, the condition γ1−e1
γ1+c < γ2−e2

γ2+δ2
holds if and

only if the inequality (5.7) holds, hence the equilibrium E01 is asymptotically stable.
Consider

y′

y
− cγ2 − γ1δ2

γ2 + δ2

x′

x
− γ1 + c

γ2 + δ2

z′

z
=(γ1x− cz − e1 − δ1y)− cγ2 − γ1δ2

γ2 + δ2
(1− x− y − z)
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− γ1 + c

γ2 + δ2
(γ2x+ γ3y − e2 − δ2z)

=− e1 −
cγ2 − γ1δ2
γ2 + δ2

+
e2(γ1 + c)

γ2 + δ2
− Λ

γ2 + δ2
y

≤− e1 −
cγ2 − γ1δ2
γ2 + δ2

+
e2(γ1 + c)

γ2 + δ2
< 0.

If cγ2−γ1δ2 ≥ 0 then y(t)→ 0 as t→∞; if cγ2−γ1δ2 < 0 then y(t)(x(t))
γ1δ2−cγ2
γ2+δ2 →

0 as t→∞. The remaining arguments are similar, so we omit them.

5.2.4. Category (IV): γ2 < e2 < γ3

In this category, since assumption (L1) and γ2 < e2 hold, the boundary equilibrium
E10 exist but the other boundary equilibrium E01 does not exist. Similarly, we solve
(5.8) and (5.9) to find the positive equilibrium E∗. There are two generic cases of
Category (IV) as shown in Fig. 6.

e2−γ2
γ3−γ2

γ2−e2
γ2+δ2

γ1−e1
γ1+δ1

γ1−e1
γ1+c

L2

L1

y

z

e2−γ2
γ3−γ2

γ2−e2
γ2+δ2

γ1−e1
γ1+δ1

γ1−e1
γ1+c

L2

L1

y

z

(a)
γ1−e1
γ1+δ1

>
e2−γ2
γ3−γ2

(b)
γ1−e1
γ1+δ1

<
e2−γ2
γ3−γ2

Figure 6. The two possible generic cases for the intersection of the two straight lines L1 and L2 for
category (IV).

In Fig. 6(b), the inequality γ1−e1
γ1+δ1

< e2−γ2
γ3−γ2 is equivalent to (5.6) hence E10 is

asymptotically stable. The other case of category (IV) is similar, so we summarize
the results in Table 1. The following theorem gives the extinction result in case (b).

Proposition 5.8. Let assumption (L1) hold and parameters be in the case (b) of
category (IV). Then we have that lim

t→∞
z(t) = 0 and the equilibrium E10 is globally

asymptotically stable.

Proof. Inequality γ1−e1
γ1+δ1

< e2−γ2
γ3−γ2 implies that E10 is asymptotically stable and is

equivalent to the following inequality,

−e2 +
γ1γ3 + δ1γ2

γ1 + δ1
+
e1(γ2 − γ3)

γ1 + δ1
< 0.

Consider

z′

z
+
γ1γ3 + δ1γ2

γ1 + δ1

x′

x
+
γ3 − γ2

γ1 + δ1

y′

y
=(γ2x+ γ3y − e2 − δ2z) +

γ1γ3 + δ1γ2

γ1 + δ1
(1− x

− y − z)− γ2 − γ3

γ1 + δ1
(γ1x− cz − e1 − δ1y)
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=− e2 +
γ1γ3 + δ1γ2

γ1 + δ1
+
e1(γ2 − γ3)

γ1 + δ1
− Λ

γ1 + δ1
z

≤− e2 +
γ1γ3 + δ1γ2

γ1 + δ1
+
e1(γ2 − γ3)

γ1 + δ1
< 0.

Hence we have (x(t))
γ1γ3+δ1γ2
γ1+δ1 (y(t))

γ3−γ2
γ1+δ1 z(t)→ 0 as t→∞. Similarly, we consider

two possibilities. One is that there exists a sequence of time tn such that x(tn)→ 0
as n→∞. The proof of this case is similar to the previous one, we can obtain that
E10 is globally asymptotically stable. So we omit the details.

Another one is that x(t) ≥ ε for all time t. This implies that (y(t))
γ3−γ2
γ1+δ1 z(t)→ 0

as t → ∞. We also have two subcases, one of which is that there is a sequence of
time tn such that y(tn) → 0 as n → ∞, the other of which is that y(t) ≥ ε for
all time t. The remaining arguments of these two subcases are similar, so we omit
them. We complete the proof.

Category (I)

(IV) (b)

(IV) (a)

(III) (a)

(III) (b)

(II) (a)

(II) (d)

(II) (c)

(II) (b)

γ2
e1+δ1
γ1+δ1

+ γ3
γ1−e1
γ1+δ1

= e2

γ2 = γ3

γ2 = γ∗
2

e2e2

e2
γ3

γ2

Figure 7. A typical picture of the parameter space with varied γ2, γ3 and fixed e1, e2, δ1, δ2, γ1, c
with γ1 > e1. The dynamics in each region of the parameter space are indicated with different color.
First, in the yellow regions species z dies out eventually because of results in Propositions 5.5, 5.6(i) and
5.8. In the orange region, species y dies out eventually (Propositions 5.6(ii) and 5.7). Moreover, in the
green region, the bistability phenomenon occurs (Proposition 5.6(iii)). Finally, the positive equilibrium
appears in the cyan region and the permanence effect of the populations of the model (5.2) follows
(Proposition 5.11).

In the end of this subsection, we present a typical picture, Fig. 7, of the γ2, γ3

parameter space with fixed e1, e2, δ1, δ2, γ1 and c and the restriction γ1 > e1 (see
Proposition 5.4 and assumption (L1)). We use different colors to clarify the dy-
namics of solutions of (5.2) by the two inequalities of Table 1. One straight line,
γ2

e1+δ1
γ1+δ1

+ γ3
γ1−e1
γ1+δ1

= e2, and one horizontal line,

γ2 = γ∗2 =
e2(γ1 + c) + δ2(γ1 − e1)

c+ e1
,

are obtained to separate regions (II)–(IV) into two or four subregions by the in-
equalities of Table 1.
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Table 1. Dynamics of equilibria of classifications categories (I)–(IV) (GAS means globally asymptoti-
cally stable).

E10 E01 E∗

Category (I): e2 > max{γ2, γ3} GAS does not exist does not exist

Category (II): γ2 > max{e2, γ3}
(a) γ1−e1

γ1+δ1
> γ2−e2

γ2−γ3 ,
γ1−e1
γ1+c > γ2−e2

γ2+δ2
GAS∗ unstable does not exist

(b) γ1−e1
γ1+δ1

< γ2−e2
γ2−γ3 ,

γ1−e1
γ1+c < γ2−e2

γ2+δ2
unstable GAS∗ does not exist

(c) γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 ,

γ1−e1
γ1+c < γ2−e2

γ2+δ2
stable stable exists (saddle)

(d) γ1−e1
γ1+δ1

< γ2−e2
γ2−γ3 ,

γ1−e1
γ1+c > γ2−e2

γ2+δ2
unstable unstable exists

Category (III): e2 < γ2 < γ3

(a) γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 ,

γ1−e1
γ1+c > γ2−e2

γ2+δ2
, unstable unstable exists

(b) γ1−e1
γ1+δ1

> γ2−e2
γ2−γ3 ,

γ1−e1
γ1+c < γ2−e2

γ2+δ2
, unstable GAS does not exist

Category (IV): γ2 < e2 < γ3

(a) γ1−e1
γ1+δ1

> e2−γ2
γ3−γ2 ,

γ1−e1
γ1+c > γ2−e2

γ2+δ2
, unstable does not exist exists

(b) γ1−e1
γ1+δ1

< e2−γ2
γ3−γ2 ,

γ1−e1
γ1+c > γ2−e2

γ2+δ2
, GAS unstable does not exist

∗With an extra inequality (5.11).

We indicate the dynamics in each region of the parameter space with different
colors of Fig. 7. Firstly, in the yellow regions species z dies out eventually because
of results in Propositions 5.5, 5.6(i) and 5.8. In the orange region, species y dies out
eventually (Propositions 5.6(ii) and 5.7). Moreover, in the green region, the bista-
bility phenomenon occurs (Proposition 5.6(iii)). Finally, the positive equilibrium
appears in the cyan region.

5.3. Dynamics of the positive equilibrium

Note that all global dynamics of (5.2) are clarified analytically except for cases of
parameters in (II)(d), (III)(a), and part of (IV)(a). Hence, in this subsection, we
would like to discuss the dynamics of (5.2) with parameters in these three regions.
We show an analytical result in which system (5.2) is permanence and present some
numerical simulations.

5.3.1. Permanence

For investigating the permanence phenomenon of system (5.2), we apply the result
of Section 4. In fact we can use the conditions of Theorem 4.3 to have the following
results.

Proposition 5.9. Assume that γ1 > e1 and γ2 + γ3J4 > e2, where J4 = γ1−e1
δ1

. If
(x(0), y(0), z(0)) > (0, 0, 0), then the population function (x(t), y(t), z(t)) as solution
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of (5.2) remains nonnegative and satisfies

lim sup
t→∞

x(t) ≤ 1,

lim sup
t→∞

y(t) ≤ γ1 − e1

δ1
,

lim sup
t→∞

z(t) ≤ γ2 + γ3J4 − e2

δ2
.

Proposition 5.10. Let

J4 =
γ1 − e1

δ1
, J5 =

γ2 + γ3J4 − e2

δ2
, σ = 1− J4 − J5, J6 =

γ1σ − cJ5 − e1

δ1
.

Assume that γ1σ−cJ5 > e1, γ2σ+γ3J6 > e2 and J4 +J5 < 1. If (x(0), y(0), z(0)) >
(0, 0, 0), then the population function (x(t), y(t), z(t)) as solution of (5.2) satisfies

lim inf
t→∞

x(t) ≥ 1− J4 − J5,

lim inf
t→∞

y(t) ≥ γ1σ − cJ5 − e1

δ1
,

lim inf
t→∞

z(t) ≥ γ2σ + γ3J6 − e2

δ2
.

The proofs of Propositions 5.9 and 5.10 are similar to Lemmas 4.1 and 4.2,
respectively, hence we omit them here. When the conditions of Proposition 5.10
hold, the obtained ultimate lower bounds and the ultimate upper bounds given in
Proposition 5.9 form a positive global attractor for the food-chain model (5.2) such
that the ecological system is permanent. Define

x(0) = 1− J4 − J5, y
(0) =

γ1σ − cJ5 − e1

δ1
, z(0) =

γ2σ + γ3J6 − e2

δ2
,

x(0) = 1, y(0) =
γ1 − e1

δ1
, z(0) =

γ2 + γ3J4 − e2

δ2
,

where J4 = γ1−e1
δ1

, J5 = γ2+γ3J4−e2
δ2

and J6 = γ1σ−cJ5−e1
δ1

.

It is easy to verify that (x(0), y(0), z(0)) and (x(0), y(0), z(0)) are also coupled
lower and upper solution of system (5.2) according to the conditions of Proposition
5.10. Thus we can define iterated sequences (x(n), y(n), z(n)) and (x(n), y(n), z(n))
satisfying 

1− x(n+1) − y(n) − z(n) = 0,

1− x(n+1) − y(n) − z(n) = 0,

γ1x
(n) − cz(n) − e1 − δ1y(n+1) = 0,

γ1x
(n) − cz(n) − e1 − δ1y(n+1) = 0,

γ2x
(n) + γ3y

(n) − e2 − δ2z(n+1) = 0,

γ2x
(n) + γ3y

(n) − e2 − δ2z(n+1) = 0.

(5.13)

Similarly, we can deduce from the induction method that

(x(0), y(0), z(0)) ≤ (x(n), y(n), z(n)) ≤ (x(n), y(n), z(n)) ≤ (x(0), y(0), z(0)),
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and that the limits

lim
n→∞

(x(n), y(n), z(n)) = (x, y, z), lim
n→∞

(x(n), y(n), z(n)) = (x, y, z)

exist and satisfy the following equations

1− x− y − z = 0,

1− x− y − z = 0,

γ1x− cz − e1 − δ1y = 0,

γ1x− cz − e1 − δ1y = 0,

γ2x+ γ3y − e2 − δ2z = 0,

γ2x+ γ3y − e2 − δ2z = 0.

(5.14)

Thus, we have the following conclusions on permanence.

Proposition 5.11. Assume that γ1σ − cJ5 > e1, γ2σ + γ3J6 > e2 and J4 + J5 <
1, where Ji(i = 4, 5, 6) are defined in the proof of Proposition 5.10. Let (x, y, z)

and (x, y, z) be the respective limits of the monotone sequences (x(n), y(n), z(n)) and

(x(n), y(n), z(n)) generated in (5.13). Then the system (5.2) is permanent, with a
global attractor [x, x]×[y, y]×[z, z] which contains a positive equilibrium (x∗, y∗, z∗).
If (x, y, z) = (x, y, z), then the positive equilibrium (x∗, y∗, z∗) is unique and globally
asymptotically stable.

Next, we investigate on a sufficient condition for (x, y, z) = (x, y, z), which
ensures the uniqueness and global stability of the positive equilibrium (x∗, y∗, z∗).

Proposition 5.12. Assume that γ1σ− cJ5 > e1, γ2σ+ γ3J6 > e2 and J4 + J5 < 1,
where Ji(i = 4, 5, 6) are defined in the proof of Proposition5.10. Denote

D =


1 −1 −1

γ1 −δ1 c

γ2 γ3 −δ2

 .

If detD 6= 0, then the IGP model (5.2) has a unique positive equilibrium (x∗, y∗, z∗).
When (x(0), y(0), z(0)) > (0, 0, 0), the solution (x(t), y(t), z(t)) of (5.2) satisfies

lim
t→∞

(x(t), y(t), z(t)) = (x∗, y∗, z∗).

Proof. From Eq. (5.14) we see that
(x− x)− (y − y)− (z − z) = 0,

γ1(x− x)− δ1(y − y) + c(z − z) = 0,

γ2(x− x) + γ3(y − y)− δ2(z − z) = 0.

If detD 6= 0, then we have (x, y, z) = (x, y, z). This completes the proof.
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5.3.2. Global stability of positive equilibrium

In the Subsection 5.2.2, we have shown that the positive equilibrium E∗ is local-
ly asymptotically stable if (5.11) and (5.12) hold. From the pervious subsection,
we know that the conditions of Theorem 5.11 can guarantee the permanence phe-
nomenon of the system (5.2). But these conditions are too strong according to the
discussion in Remark 4.2. Now we shall find some weaker conditions under which
the positive equilibrium E∗ is globally asymptotically stable.

Proposition 5.13. Assume that Λ 6= 0 and Λi
Λ > 0, for i = 1, 2, 3. Then the

positive equilibrium E∗ is globally asymptotically stable if

4cγ2γ3δ1 > (γ1γ3 − cγ2)2. (5.15)

Proof. The proof of the global stability of the positive equilibrium E∗(x∗, y∗, z∗)
can be reached by constructing a Lyapunov function V as follows:

V (t) = l1

(
x(t)− x∗ − x∗ ln

x(t)

x∗

)
+ l2

(
y(t)− y∗ − y∗ ln

y(t)

y∗

)
+ l3

(
z(t)− z∗ − z∗ ln

z(t)

z∗

)
,

where li(i = 1, 2, 3) are positive constants to be determined.
Calculating the derivative of V (t) along positive solutions to (5.2), it follows

that

V ′(t) = l1(x(t)− x∗)x
′(t)

x(t)
+ l2(y(t)− y∗)y

′(t)

y(t)
+ l3(z(t)− z∗)z

′(t)

z(t)

= l1(x1(t)− x∗1)[−(x(t)− x∗)− (y(t)− y∗)− (z(t)− z∗)]
+ l2(y(t)− y∗)[γ1(x(t)− x∗)− c(z(t)− z∗)− δ1(y(t)− y∗)]
+ l3(z(t)− z∗)[γ2(x(t)− x∗) + γ3(y(t)− y∗)− δ2(z(t)− z∗)].

Setting l1 = γ2, l2 = γ3/c, c3 = 1, then it is derived from above equation that

V ′(t) = −γ3δ1
c

[
γ1γ3 − cγ2

2γ3δ1
(x(t)− x∗)− (y(t)− y∗)

]2

−
[
γ2 −

(γ1γ3 − cγ2)2

4cγ3δ1

]
(x(t)− x∗)2 − δ2(z(t)− z∗)2.

Denote

G = {(x, y, z) ∈ R3; 0 < x ≤ J1, 0 < y ≤ J2, 0 < z ≤ J3}

where Ji(i = 1, 2, 3) are defined in Lemma 2.1. If (5.15) holds, for any (x(t), y(t), z(t)) ∈
G, we have V ′(t) ≤ 0, with equality if and only if x(t) = z∗1 , y(t) = z∗2 , z(t) = z∗3 .

Then we look for the invariant subset M within the set

M = {(x(t), y(t), z(t)) : V ′(t) = 0} .

Clearly, the only invariant set in M is M = {(x∗, y∗, z∗)}. Using the LaSalle
invariant principle, the global asymptotic stability of E∗ follows.
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5.3.3. Hopf bifurcation

In this part, we investigate the existence of periodic solutions via the Hopf bifur-
cation in the cyan region of the parameter space. By the previous arguments, the
positive equilibrium E∗ is stable if and only if the inequalities (5.11) and (5.12) hold.
Since condition (5.11) is always true in this region, we manipulate the inequality
(5.12) and use similar arguments in Ruan [28] to establish the existence of periodic
solutions bifurcated from the equilibrium E∗. Moreover, in this part we assume
that the inequality

γ1γ3 + cγ3 > cγ2

holds, which implies Λ > 0.

Let us reconsider the characteristic equation (5.10) at E∗ with a complex eigen-
value a+ bi,

(a+ bi)3 +A2(a+ bi)2 +A1(a+ bi) +A0 = 0, (5.16)

where

A2 = x∗ + δ1y
∗ + δ2z

∗, A0 = x∗y∗z∗Λ,

A1 = x∗y∗(δ1 + γ1) + x∗z∗(δ2 + γ2) + y∗z∗(δ1δ2 + cγ3).

Solving (5.16), we have

a3 − 3ab2 +A2(a2 − b2) +A1a+A0 = 0,

3a2b− b3 + 2abA2 +A1b = 0.
(5.17)

If a = 0, then we get A2A1 = A0 and E∗ loses its stability. Moreover, this is
equivalent to the reversed (5.12). Simultaneously, the characteristic equation (5.10)
can be rewritten as

(λ+A2)(λ2 +A1) = 0.

Hence we obtain one negative real eigenvalue and two purely imaginary eigenvalues.

Let µ be a parameter, x∗, y∗ and z∗ depend on µ, and µ̄ satisfies a(µ̄) = 0.
We then establish the transversality condition which guarantees the existence of
periodic solutions bifurcated from E∗. Differentiating (5.17) with respect to µ and
solving linear system of da

dµ |µ=µ̄ and db
dµ |µ=µ̄, we obtain

da

dµ

∣∣∣∣
µ=µ̄

= −
(−3b2 +A1)(−b2 dA2

dµ + dA0

dµ ) + 2b2A2
dA1

dµ

(−3b2 +A1)2 + 4b2A2
2

∣∣∣∣
µ=µ̄

=
1

2b2 + 2A2
2

d(A0 −A1A2)

dµ

∣∣∣∣
µ=µ̄

= − 1

2b2 + 2A2
2

dF

dµ
(µ̄), (5.18)

where the function

F (µ) = A1A2 −A0.

Note that the inequality (5.12) holds if and only if F > 0. Therefore we have the
following conclusion on the Hopf bifurcation at the positive equilibrium E∗.
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Proposition 5.14. Assume that Λi > 0(i = 1, 2, 3), γ1γ3 +cγ3 > cγ2, F (µ̄) = 0 and
dF
dµ (µ̄) > 0 hold. Then the positive equilibrium E∗ is locally asymptotically stable
when µ > µ̄ and loses its stability when µ = µ̄. When µ < µ̄, E∗ becomes unstable
and a family of periodic solutions bifurcates from E∗.

From the biological point of view, we should consider the influence of intraspecies
competition on the dynamic behavior of the positive equilibrium E∗. Then we
take δ1, δ2 as the bifurcation parameter to cause the existence of periodic solutions
bifurcated from the instability of positive equilibrium E∗.

δ
1

δ
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0
=0
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(I)

Figure 8. Hopf bifurcation curve of system (5.2) with parameter condition C1. When (δ1, δ2) ∈ (I),
F (δ1, δ2) = A2A1 − A0 < 0. When (δ1, δ2) ∈ (II), F (δ1, δ2) = A2A1 − A0 > 0.

By the previous arguments, the positive equilibrium E∗ is stable if and only
if Λ > 0,Λi(i = 1, 2, 3) > 0 and F > 0. Referring to Li and Dai [23], we take
parameter values as follows:

(C1) : γ1 = 6, γ2 = 3.5, γ3 = 2, e1 = 0.10, e2 = 0.7, c = 1.

Then the Hopf bifurcation curve F (δ1, δ2) , A2A1−A0 = 0 of system (5.2) with
respect to δ1, δ2 is depicted in Fig. 8. When (δ1, δ2)∈ (I) in Fig. 8, F (δ1, δ2)< 0,
which means E∗ is unstable and indicates the existence of periodic solution. When
(δ1, δ2) ∈ (II) in Fig. 8, F (δ1, δ2) > 0, which means E∗ is locally asymptotically
stable.

We first fix the parameter δ2 as 0.09 and the graph of F , Fig. 9(a), can be
obtained by varying δ1 from 0 to 0.6 and calculating the value of the function F
with respective to δ1. Since the positive equilibrium E∗ is unstable if F < 0, there
is a periodic solution bifurcated from the positive equilibrium E∗. Numerical sim-
ulations of (5.2) at δ1 = 0.08, 0.4 are performed and presented in Fig. 10(a) and
(b), respectively. We can see that the positive equilibrium E∗ is locally asymptot-
ically stable when δ1 = 0.4 (see Fig. 10(b)) and Hopf bifurcation will occur as the
bifurcation parameter δ1 decreases. When δ1 = 0.08, the positive equilibrium E∗

loses its stability and a periodic solution bifurcates from it (see Fig. 10(a)). Next,
we fix the parameter δ1 as 0.08 and the graph of F , Fig. 9(b), can be obtained by
varying δ2 from 0 to 0.6 and calculating the value of the function F with respective
to δ2. Then, similar results of numerical simulations about δ2 can be obtained and
we omit them here.



1524 Z. Li & B. Dai

0 0.1 0.2 0.3 0.4 0.5 0.6
−0.02

−0.01

0

0.01

0.02

0.03
function: A1A2 − A0

ξ = 0.233

δ1

(a)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−0.04

−0.02

0

0.02

0.04

0.06
function: A1A2 − A0

ξ = 0.162

δ2

(b)

Figure 9. (a) The graph of F in terms of δ1. (b) The graph of F in terms of δ2
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Figure 10. Two numerical solutions of system (5.2) with parameter condition (C1). (a) A periodic
solution bifurcates from the positive equilibrium via Hopf bifurcation when δ1 = 0.08. (b) The positive
equilibrium E∗ is locally asymptotically stable when δ1 = 0.4. The initial condition is: (x0, y0, z0) =
(0.19, 0.5, 0.3).

6. Conclusion

In this paper, we study a general intraguild predation (IGP) model (1.2), which
contains intraspecific competition in the growth of IG prey and IG predator, and
give a rigorous analysis for a special IGP model (5.1) with linear functional response.

For the general IGP model, we have obtained some conditions about stability for
trivial, semi-trivial and boundary equilibria. The long time behavior of the solution
(R(t), N(t), P (t)) of (1.2) is investigated. Under the assumption of Theorem 4.2
we get the extinction result of three species when the initial population R(0) is
relatively smaller than N(0) and P (0). Under the assumption of Theorem 4.3 the
IGP model (1.2) is permanent, with a global attractor [R,R]× [N,N ]× [P , P ] which
contains a positive equilibrium (R∗, N∗, P ∗). It is a pity that we can not find some
relatively weak conditions to ensure the permanence result.

For the case with the linear functional response, the conditions for local stability
and global stability of trivial, semi-trivial and boundary equilibria are rigorously
divided into four classes (see Fig. 7 and Table 1), which is similar to the results
of [17]. In the cyan region of Fig. 7, the positive equilibrium exists and the perma-
nence effect of the population of model (5.2) follows (Proposition 5.11). Compared
with the model in [17], the parameters δ1, δ2, that are the intraspecific competi-
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tion coefficients among the populations of IG prey and IG predator, respectively,
can promote complex dynamical behavior. Numerical simulations are conducted to
show the potential role that intraspecific competition can play in the model (5.2).
By using δ1 and δ2 as the bifurcation parameters, we numerically sketch the Hopf
bifurcation curves of system (5.2) with parameter condition C1. Our results show
that intraspecific competition has a stabilizing effect and eliminates oscillations. If
the positive equilibrium is unstable and oscillations are observed in model (5.2),
then the intraspecific competition can have a stabilizing role, and as δ1 or δ2 in-
creases, the oscillations disappear and the positive equilibrium gains its stability
(see Proposition 5.14 and Figs. 8, 9 and 10).
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