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## 1. Introduction

In recent years, semi-infinite programming problems have been an active research topic due to their applications in several areas of modern research such as in economics, engineering design, approximation theory, optimal control, physics, robotics , transportation problems, etc.

A semi-infinite programming problem is called a mathematical programming problem with a finite number of variables and infinitely many constraints. Semiinfinite multiobjective fractional programming problems arise when more than one objective function, being a ratio of two functions or several such ratios, is to be optimized over feasible set described by infinite number of constraints. The main reason for interest in semi-infinite multiobjective fractional programming stems from the fact that programming models could better fit in the real problems. There are many works devoted to the study of optimality conditions and duality results for semi-infinite multiobjective programming problems (see, e.g., $[6,9,10,22,27,28,30-$ $32,35,40-42,45-52])$.

[^0]The higher order duality theory for generalized convex multiobjective optimization problems is a field of the optimization theory which has intensively developed during the last five decades. This is a consequence of the fact that the study of second and higher order duality is significant due to the computational advantage over the first order duality as it provides tighter bounds for the value of objective function when approximations are used because there are more parameters involved. In the last few years, many researchers have studied higher order duality results for various classes of optimization problems (see, e.g., [1-5, 7, 8, 11, 12, 16-18, 20, 21, 23-25, 29, 30, 33, 34, 37-39, 43, 44]).

In this paper, a new class of nondifferentiable nonconvex semi-infinite multiobjective fractional programming problems in which numerators and denominators of the objective functions and, moreover, all constraints contain a term involving the support function of a convex set. For the considered multicriteria optimization problem, we formulate higher order Mond-Weir and Schaible type duals. Then, for the considered nondifferentiable semi-infinite multiobjective programming problem, we prove various higher order duality results in the sense of Mond-Weir and in the sense of Schaible under hypotheses of the concept of higher order ( $\Phi, \rho, \sigma^{\alpha}$ )-type I functions introduced in the paper. Thus, we generalize and extend similar higher order duality results earlier established in the literature to a new class of nondifferentiable nonconvex semi-infinite multiobjective fractional programming problems in which numerator and denominator of the objective functions and all the constraints contain a term involving the support function of a convex set.

## 2. Prelimanaries

In this section, we provide some definitions and some results that we shall use in the sequel. Let $R^{n}$ denote the $n$-dimensional Euclidean space.

The following convention for equalities and inequalities will be used throughout the paper.

For any $x=\left(x_{1}, \cdots x_{n}\right)^{T}, y=\left(y_{1}, \cdots y_{n}\right)^{T}$ in $R^{n}$, we define:
(i) $x=y$ if and only if $x_{i}=y_{i}$ for all $i=1, \cdots, n$;
(ii) $x<y$ if and only if $x_{i}<y_{i}$ for all $i=1, \cdots, n$;
(iii) $x \leqq y$ if and only if $x_{i} \leqq y_{i}$ for all $i=1, \cdots, n$;
(iv) $x \leq y$ if and only if $x \leqq y$ and $x \neq y$.

Let $C$ be a compact convex subset of $R^{n}$. The support function of $C$ at $x \in R^{n}$ is defined by $s(x \mid C)=\max \left\{x^{T} c: c \in C\right\}$.

It is well-known that every support function is a sublinear function defined on $R^{n}$ and, therefore, it is convex, as well as proper and lower semicontinuous.

The support function $s(x \mid C)$ of a compact convex set $C \subseteq R^{n}$, being convex and everywhere finite, has a subgradient at every $x \in R^{n}$ (see, Rockafellar [34]). This means that, at every $x \in R^{n}$, there exists $\xi \in R^{n}$ such that

$$
s(z \mid C) \geqq s(x \mid C)+\xi^{T}(z-x) \text { for all } z \in C
$$

The subdifferential of $s(x \mid C)$ is given by

$$
\partial s(x \mid C)=\left\{\xi \in C: \xi^{T} x=s(x \mid C)\right\}
$$

For any set $C \subseteq R^{n}$, the normal cone to $C$ at any point $x \in C$, denoted by $N_{C}(x)$, is defined by

$$
N_{C}(x)=\left\{y \in R^{n}: y^{T}(z-x) \leqq 0, \forall z \in C\right\}
$$

If $C$ is a compact convex set, then $y \in N_{C}(x)$ if and only if $s(y \mid C)=x^{T} y$, or equivalently $x \in \partial s(y \mid C)$.

Now, consider the semi-infinite vector optimization problem defined by

$$
\begin{aligned}
& \text { minimize } f(x) \\
& \text { subject to } h(x, y) \leqq 0, y \in Y, \quad(S I V P) \\
& x \in X
\end{aligned}
$$

where $X$ is a nonempty open convex subset of $R^{n}, Y$ is a nonempty compact set of $R^{m}, f:=\left(f_{1}, \cdots, f_{k}\right): X \rightarrow R^{k}$ is a differentiable on $X, h: X \times Y \rightarrow R$ is such that, for each $y \in Y, h(., y)$ is differentiable on $X$ and, for each $x \in X, h(x,:)$ is continuous on $Y$. Let $A$ be the set of all feasible solutions of the problem (SIVP), that is, $A=\{x \in X: h(x, y) \leqq 0 \forall y \in Y\}$.
Definition 2.1. A point $\bar{x} \in A$ is a weakly efficient (weak Pareto) solution of (SIVP) if there is no other feasible solution $x$ such that $f(x)<f(\bar{x})$.

Definition 2.2. A point $\bar{x} \in A$ is an efficient (Pareto) solution of (SIVP) if there is no another feasible solution $x$ such that $f(x) \leq f(\bar{x})$.

Motivated by Kaul et al. [21] and Ferrara and Stefanescu [13], we introduce a new concept of generalized convexity for the considered semi-infinite vector optimization problem (SIVP). Namely, we define the notion of higher order ( $\Phi, \rho, \sigma^{\alpha}$ )type I functions. In the following definition, an element of the $(n+1)$-dimensional Euclidean space $R^{n+1}$ is represented as the ordered pair $(z, r)$ with $z \in R^{n}$ and $r \in R$. Let $\alpha$ be an integer, $\rho=\left(\rho_{1}, \cdots, \rho_{k}\right) \in R^{k}, \sigma^{\alpha}=\left(\sigma_{1}, \cdots, \sigma_{\alpha}\right) \in R^{\alpha}$ and $\Phi$ be a real-valued function defined on $X \times X \times R^{n+1}$ such that $\Phi(x, u,(0, a)) \geqq 0$ for all $(x, u) \in X \times X$ and any $a \geqq 0$ and, moreover, $\Phi(x, u,$.$) is a convex function.$ Further, assume that $K:=\left(K_{1}, \cdots K_{k}\right): R^{n} \times R^{n} \rightarrow R^{k}$ and $H: R^{n} \times Y \times R^{n} \rightarrow R$ be differentiable functions.

Definition 2.3. It is said that the pair $(f, h)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions at $u \in X$ on $X$ with respect to functions $K$ and $H$ if the inequalities

$$
\begin{array}{r}
f_{i}(x)-f_{i}(u)-K_{i}(u, p)+p^{T} \nabla_{p} K_{i}(u, p) \geqq \Phi\left(x, u\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right), \\
i=1, \cdots, k, \\
-h\left(u, y^{j}\right)-H\left(u, y^{j}, q\right)+q^{T} \nabla_{q} H\left(u, y^{j}, q\right) \geqq \Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right),\right.\right. \\
\left.\left.\sigma_{y^{j}}\right)\right), \\
j=1, \cdots, \alpha
\end{array}
$$

hold for all $x \in X, p \in R^{n}, q \in R^{n}$. If these inequalities are fulfilled for any $u \in X$, then the pair $(f, h)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions on $X$ with respect to functions $K$ and $H$.

Definition 2.4. It is said that the pair $(f, h)$ is higher order strictly ( $\Phi, \rho, \sigma^{\alpha}$ )-type I functions at $u \in X$ on $X$ with respect to functions $K$ and $H$ if the inequalities

$$
\begin{array}{r}
f_{i}(x)-f_{i}(u)-K_{i}(u, p)+p^{T} \nabla_{p} K_{i}(u, p)>\Phi\left(x, u\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right) \\
i=1, \cdots, k
\end{array}
$$

$$
\begin{aligned}
& -h\left(u, y^{j}\right)-H\left(u, y^{j}, q\right)+q^{T} \nabla_{q} H\left(u, y^{j}, q\right) \geqq \Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right),\right.\right. \\
& \left.\left.\sigma_{y^{j}}\right)\right) \quad j=1, \cdots, \alpha
\end{aligned}
$$

hold for all $x \in X, p \in R^{n}, q \in R^{n}$. If these inequalities are fulfilled for any $u \in X$, then the pair $(f, h)$ is higher order strictly $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions on $X$ with respect to functions $K$ and $H$.
Remark 2.1. Note that the definition of higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions generalizes several concept of generalized convexity, earlier introduced to optimization theory. Indeed, if $Y$ is a finite index set and we denote by $h\left(u, y^{j}\right)=$ $h_{j}(u), H\left(u, y^{j}, q\right)=H_{j}(u, p), j=1, \cdots, \alpha$, we have the following special cases:
(a) If $K_{i}(x, u)=0, i=1, \cdots, k, H_{j}(u, p)=0, j=1, \cdots, \alpha, \Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p}\right.\right.$ $\left.\left.K_{i}(u, p), \rho_{i}\right)\right)=[\eta(x, u)]^{T} \nabla f_{i}(u), i=1, \cdots, k, \Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p)\right.\right.$, $\left.\left.\rho_{j}\right)\right)=[\eta(x, u)]^{T} \nabla h_{j}(u), j=1, \cdots, \alpha$, then Definition 2.3 reduces to the definition of $V$ - type I functions introduced by Kaul et al. [21].
(b) If $f_{i}$ and $h_{j}$ are twice differentiable and, moreover $K_{i}(u, p)=$ $\frac{1}{2} p^{T} \nabla^{2} f_{i}(u) p, \Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)=\left[\eta(x, u)^{T}\right]\left(\nabla f_{i}(u)+\right.$ $\left.\nabla^{2} f_{i}(u) p\right), i=1, \cdots, k, H_{j}(u, p)=\frac{1}{2} p \nabla^{2} h_{j}(u) p, \Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p}\right.\right.$ $\left.\left.H_{j}(u, p), \sigma_{j}\right)\right)=\left[\eta(x, u)^{T}\right] \nabla h_{j}(u)+\nabla^{2} h_{j}(u) p, j=1, \cdots, \alpha$, where $\eta:$ $X \times X \rightarrow R^{n}$ is a vector-valued function, then Definition 2.3 reduces to definition of second order type I functions introduced by Mond and Zang [31] (see also Mishra and Rueda [26]).
(c) If $\Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)=[\eta(x, u)]^{T} \nabla_{p} K_{i}(u, p), i=1, \cdots, k$, $\Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p), \sigma_{j}\right)\right)=[\eta(x, u)]^{T} \nabla_{p} H_{j}(u, p), j=1, \cdots, \alpha$, where $\eta: X \times X \rightarrow R^{n}$ is a vector-valued function, then Definition 2.3 gives the definition of higher order type I functions with respect to $\eta$ introduced in the scalar case by Zhang [52](see also Mishra and Rueda [26]).
(d) If $f_{i}$ and $h_{j}$ are twice differentiable and, moreover, $K_{i}(u, p)=\frac{1}{2} p \nabla^{2} f_{i}(u)$, $\Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)=[\eta(x, u)]^{T}\left(\nabla f_{i}(u)+\nabla^{2} f_{i}(u) p\right)+$ $\rho_{i}\|\theta(x, u)\|^{2}, i=1, \cdots, k . H_{j}(u, q)=\frac{1}{2} q \nabla^{2} h_{j}(u) q$, $\Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p), \sigma_{j}\right)\right)=[\eta(x, u)]^{T}\left(\nabla h_{j}(u)+\nabla^{2} h_{j}(u) q\right)+$ $\sigma_{j}\|\theta(x, u)\|^{2}, j=1 \cdots, \alpha$, where $\eta: X \times X \rightarrow R^{n}$ is a vector-valued function, $\theta: X \times X \rightarrow R^{n}$, then Definition 2.3 gives the definition of second order $V-\rho-(\eta, \theta)$-Type I functions defined in the scalar case by Padhan and Nahak [32].
(e) If $\Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)=F\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p)\right)\right)+$ $\rho_{i} d^{2}(x, u), i=1, \cdots, k, \Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p), \sigma_{j}\right)\right)=$ $F\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p)\right)\right)+\sigma_{j} d^{2}(x, u), j=1, \cdots, \alpha$,
where a functional $F: X \times X \times R^{n} \rightarrow R$ is sublinear (in its third argument), $d: X \times X \rightarrow R$, then the definition of higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions reduced to the definition of higher-order $(F, \rho, d)$ type I functions given by Suneja et al. [37].
(f) If $f_{i}$ and $h_{j}$ are twice differentiable and moreover, $K_{i}(u, p)=\quad \frac{1}{2} p \nabla^{2} f_{i}(u), \quad \Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right) \quad=$ $F\left(x, u,\left(\nabla f_{i}(u)+\nabla^{2} f_{i}(u) p\right)\right)+\rho_{i} d^{2}(x, u), i=1, \cdots, k, H_{j}(u, q)=$

```
\(\frac{1}{2} q \nabla^{2} h_{j}(u) q, \Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u) p, \sigma_{j}\right)\right)=\)
```

$\stackrel{F}{F}\left(x, u, \alpha_{j}^{2}\left(\nabla h_{j}(u)+\nabla^{2} h_{j}(u) q\right)\right)+\sigma_{j} d^{2}(x, u), j=1, \cdots, \alpha$,
where $F: X \times X \times R^{n} \rightarrow R$ is sublinear(in its third argument), $d: X \times X \rightarrow R$, then Definition 2.3 gives the definition of second order ( $F, \rho_{i}, \sigma_{j}$ )-type I functions defined by Srivastava and Govil [36].
(g) If $f_{i}$ and $h_{j}$ are twice differentiable and, moreover,
$K_{i}(u, p)=\frac{1}{2} p \nabla^{2} f_{i}(u), \Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)$
$=F\left(x, u, \alpha_{i}^{1}(x, u)\left(\nabla f_{i}(u)+\nabla^{2} f_{i}(u) p\right)\right)+\rho_{i} d^{2}(x, u), i=1, \cdots, k$,
$H_{j}(u, q)=\frac{1}{2} q \nabla^{2} h_{j}(u) q, \Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p), \sigma_{j}\right)\right)$
$=F\left(x, u, \alpha_{j}^{2}(x, u)\left(\nabla h_{j}(u)+\nabla^{2} h_{j}(u) q\right)\right)+\sigma_{j} d^{2}(x, u), j=1, \cdots, \alpha$, where $F: X \times X \times R^{n} \rightarrow R$ is sublinear (in its third argument), $\alpha_{i}^{1}: X \times X \rightarrow$ $R_{+}\{0\}, i=1, \cdots, k, \alpha_{j}^{2}: X \times X \rightarrow R_{+}-\{0\}, j=1, \cdots, \alpha, d: X \times X \rightarrow R$ then Definition 2.3 gives the definition of second order ( $F, \alpha, \rho, \sigma, d$ )-type I functions introduced by Hachimi and Aghezzaf [19].
(h) If $\Phi\left(x, u,\left(\nabla f_{i}(u)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)=F\left(x, u, \alpha^{1}(x, u)+\nabla_{p} K_{i}(u, p)\right)+$ $\rho_{i} d^{2}(x, u), i=1, \cdots, k, \Phi\left(x, u,\left(\nabla h_{j}(u)+\nabla_{p} H_{j}(u, p), \sigma_{j}\right)\right)=$ $F\left(x, u, \alpha^{2}(x, u)+\nabla_{p} H_{j}(u, p)\right)+\sigma_{j} d^{2}(x, u), j=1, \cdots, \alpha$, where a functional $F: X \times X \times R^{n} \rightarrow R$ is sublinear (in its third argument), $\alpha^{1}, \alpha^{2}: X \times X \rightarrow R_{+}-\{0\}, d: X \times X \rightarrow R$, then the Definition 2.3 of higher order type I function reduced to the definition of higher-order ( $F, \alpha, \rho, d$ ) type I functions given by Ahmad et al. [5].

In the paper, consider the nondifferentiable semi-infinite multiobjective fractional programming problem defined by

$$
\begin{aligned}
& \text { minimize }\left(\frac{f_{1}(x)+s\left(x \mid C_{1}\right)}{g_{1}(x)-s\left(x \mid D_{1}\right)}, \cdots, \frac{f_{k}(x)+s\left(x \mid C_{k}\right)}{g_{k}(x)-s\left(x \mid D_{k}\right)}\right) \\
& \text { subject to } h\left(x, y^{j}\right)+s\left(x \mid E_{j}\right) \leqq 0, y^{j} \in Y, \quad(\text { SIMFP }) \\
& x \in X \text {, }
\end{aligned}
$$

where $X$ is a nonempty open convex subset of $R^{n}, Y \subseteq R^{m}$ is a nonempty compact set, $f:=\left(f_{1}, \cdots, f_{k}\right): X \rightarrow R^{k}, g:=\left(g_{1}, \cdots, g_{k}\right): X \rightarrow R^{k}, h: X \times Y \rightarrow R$ are continuously differentiable such that $f_{i}(x)+s\left(x \mid C_{i}\right) \geqq 0, g_{i}(x)-s\left(x \mid D_{i}\right)>0, i=$ $1, \cdots, k$. Let $A$ be the set of all feasible solutions of the problem (SIMFP), that is, $A=\left\{x \in X: h\left(x, y^{j}\right)+s\left(x \mid E_{j}\right) \leqq 0 \forall y^{j} \in Y\right\}$. For $\bar{x} \in A$, we define the set of active inequality constraints as $Y(\bar{x})=\left\{y^{j} \in Y: h\left(\bar{x}, y^{j}\right)+s\left(\bar{x} \mid E_{j}\right)=0\right\}$. Note that the set $Y(\bar{x})$ can be empty. It is obvious that, for each $\bar{x} \in A$, each index $\bar{y}^{j} \in Y(\bar{x})$ is a global minimizer of the corresponding parameter-depending ( $\bar{x}$ is the parameter) problem $\max \left\{h\left(\bar{x}, y^{j}\right)+s\left(\bar{x} \mid E_{j}\right)\right\}$ s.t. $y^{j} \in Y$.

Based on the necessary optimality conditions established by Guerra-Vazquez and Ruckmann [14], Kanzi and Nobakhtian [22], Mishra and Jayswal [27] for multiobjective semi-infinite optimization problems and Husain and Z. Jabeen [17], Suneja et al. [37] established for multiobjective fractional programming with the support function, we now give the Karush-Kuhn-Tucker type necessary optimality conditions for the considered nondifferentiable semi-infinite multiobjective fractional programming problem (SIMFP).

Theorem 2.1 (The Karush-Kuhn-Tucker type necessary optimality conditions). Let $\bar{x} \in A$ be a weakly efficient solution of the considered nondifferentiable semiinfinite multiobjective fractional programming problem (SIMFP) and the suitable
constraint qualification be fulfilled at $\bar{x}$. Then there exist $\bar{\lambda}=\left(\bar{\lambda}_{1}, \cdots, \bar{\lambda}_{k}\right) \in R_{+}^{k}, \bar{\lambda} \neq$ 0 , an integer $\bar{\alpha}$ such that $0 \leqq \bar{\alpha} \leqq n, \bar{\mu}=\left(\overline{\mu_{1}}, \cdots, \bar{\mu}_{\bar{\alpha}} \in R_{+}^{\alpha}\right)$ and $y^{j} \in Y(\bar{x})$ such that

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\lambda}_{i} \nabla\left(\frac{f_{i}(\bar{x})+z_{i}^{T} \bar{x}}{g_{i}(\bar{x})-v_{i}^{T} \bar{x}}\right)+\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \nabla\left(h\left(\bar{x}, y^{j}\right)+w_{j}^{T} \bar{x}\right)=0,  \tag{2.1}\\
& \sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j}\left(h\left(\bar{x}, y^{j}\right)+w_{j}^{T} \bar{x}\right)=0  \tag{2.2}\\
& z_{i}^{T} \bar{x}=s\left(\bar{x} \mid C_{i}\right), i=1, \cdots, k  \tag{2.3}\\
& v_{i}^{T} \bar{x}=s\left(\bar{x} \mid D_{i}\right), i=1, \cdots, k  \tag{2.4}\\
& w_{j}^{T} \bar{x}=s\left(\bar{x} \mid E_{j}\right), j=1, \cdots, \bar{\alpha} \tag{2.5}
\end{align*}
$$

## 3. Higher order Mond-Weir duality

In this section, for the primal semi-infinite multiobjective fractional programming problem (SIMFP), we define its higher order dual in the sense of Mond-Weir as follows:

$$
\begin{gather*}
\text { maximize }\left(\frac{f_{1}(u)+s\left(u \mid C_{1}\right)}{g_{1}(u)-s\left(u \mid D_{1}\right)}, \cdots, \frac{f_{k}(u)+s\left(u \mid C_{k}\right)}{g_{k}(u)-s\left(u \mid D_{k}\right)}\right) \\
\text { subject to } \sum_{i=1}^{k} \lambda_{i}\left(\nabla\left(\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}\right)+\nabla_{p} K_{i}(u, p)\right)+ \\
\sum_{j=1}^{\alpha} \mu_{j}\left(\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right)\right)=0, \\
\sum_{j=1}^{\alpha} \mu_{j}\left(h\left(u, y^{j}+u^{T} w_{j}\right)+H\left(u, y^{j}, q\right)-q^{T} \nabla_{q} H\left(u, y^{j}, q\right)\right) \geqq 0, \\
\sum_{i=1}^{k} \lambda_{i}\left(K_{i}(u, p)-p^{T} \nabla_{p} K_{i}(u, p)\right) \geqq 0, \\
x \in X, \lambda_{i} \geqq 0, i=1, \cdots, k, \sum_{i=1}^{k} \lambda_{i}=1,0 \leq \alpha \leq n, \mu_{j} \geqq 0, j=1, \cdots, \alpha, y^{1}, \cdots, y^{\alpha} \in Y . \tag{3.1}
\end{gather*}
$$

Let $Q$ denote the set of all feasible solutions of the problem (MWD), that is, the set of $\left(u, \lambda, \mu, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right)$ satisfying all constraints of $(M W D)$, where $z=\left(z_{1}, \cdots, z_{k}\right), v=\left(v_{1}, \cdots, v_{k}\right), w=\left(w_{1}, \cdots, w_{\alpha}\right)$. Further, by $U$ denote the projection of the set $Q$ on $X$, that is, the set $U=$ $\left\{u \in X:\left(u, \lambda, \mu, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right) \in Q\right\}$.

Before we prove various higher order weak duality results in the sense of MondWeir, let us define the function $\varphi=\left(\varphi_{1}, \cdots, \varphi_{k}\right): X \rightarrow R^{k}$ such that $\varphi_{i}(a)=$ $\frac{f_{i}(a)+(a)^{T} z_{i}}{g_{i}(a)-(a)^{T} v_{i}}, i=1, \cdots, k$ and the function $\psi:=\left(\psi_{1}, \cdots, \psi_{\alpha}\right): X \rightarrow R^{\alpha}$ such that $\psi_{j}(a)=h_{i}\left(a, y^{j}\right)+a^{T} w_{j}, j=1, \cdots, \alpha$.

Theorem 3.1 (Higher order weak duality). Let $x$ and ( $u, \lambda, \mu, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q$ ) be any feasible solutions of the problems (SIMFP) and (MWD), respectively. Fur-
ther, assume that the pair $(\varphi, \psi)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions at $u$ on $A \cup U$ with respect to $K$ and $H$. If $\sum_{i=1}^{k} \lambda_{i} \rho_{i}+\sum_{j=1}^{\alpha} \mu_{j} \sigma_{y^{j}} \geqq 0$, then the inequality

$$
\begin{equation*}
\left(\frac{f_{1}(x)+x^{T} z_{1}}{g_{1}(x)-x^{T} v_{1}}, \cdots, \frac{f_{k}(x)+x^{T} z_{k}}{g_{k}(x)-x^{T} v_{k}}\right)<\left(\frac{f_{1}(u)+u^{T} z_{1}}{g_{1}(u)-u^{T} v_{1}}, \cdots, \frac{f_{k}(u)+u^{T} z_{k}}{g_{k}(u)-u^{T} v_{k}}\right) . \tag{3.2}
\end{equation*}
$$

Proof. Let $x$ and $\left(u, \lambda, \mu, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right)$ be any feasible solutions of the problems (SIMFP) and (MWD), respectively. We proceed by contradiction. Suppose, contrary to the result, that the inequalities

$$
\begin{equation*}
\frac{f_{i}(x)+x^{T} z_{i}}{g_{i}(x)-x^{T} v_{i}}<\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}, i=1, \cdots, k \tag{3.3}
\end{equation*}
$$

hold. From the assumption, the pair $(\varphi, \psi)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions at $u$ on $A \cup U$ with respect to $K$ and $H$. Hence, by Definition 2.3, (3.3) implies that

$$
\begin{array}{r}
\Phi\left(x, u,\left(\nabla\left(\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}\right)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)+K_{i}(u, p)-p^{T} \nabla_{p} K_{i}(u, p)<0 \\
i=1, \cdots, k \tag{3.4}
\end{array}
$$

Since $\lambda_{i} \geqq 0, i=1, \cdots, k$, and $\lambda \neq 0,(3.4)$ yields

$$
\sum_{i=1}^{k}\left[\Phi\left(x, u,\left(\nabla\left(\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}\right)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)+K_{i}(u, p)-p^{T} \nabla_{p} K_{i}(u, p)\right]<0
$$

By the third constraint of the problem $(M W D)$, the above inequality gives

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i} \Phi\left(x, u,\left(\nabla\left(\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}\right)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right)<0 \tag{3.5}
\end{equation*}
$$

From the second inequality in Definition 2.3, we have

$$
\begin{align*}
& -h\left(u, y^{j}\right)-u^{T} w_{j}-H\left(u, y^{j}, q\right)+q^{T} \nabla_{q} H\left(u, y^{j}, q\right) \\
\geqq & \Phi\left(x, u,\left(\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right), j=1, \cdots, \alpha . \tag{3.6}
\end{align*}
$$

Since $\mu_{j} \geqq 0,(3.6)$ yields

$$
\begin{align*}
& -\sum_{j=1}^{\alpha} \mu_{j}\left(h\left(u, y^{j}\right)+u^{T} w_{j}+H\left(u, y^{j}, q\right)-q^{T} \nabla_{q} H\left(u, y^{j}, q\right)\right) \\
\geqq & \sum_{j=1}^{\alpha} \Phi\left(x, u,\left(\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y}^{j}\right)\right) \tag{3.7}
\end{align*}
$$

Then, by the second constraint of the problem (MWD), (3.7) implies

$$
\begin{equation*}
\sum_{j=1}^{\alpha} \mu_{j} \Phi\left(x, u,\left(\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right) \leqq 0 \tag{3.8}
\end{equation*}
$$

Let us set that

$$
\begin{equation*}
\beta_{i}=\frac{\lambda_{i}}{\sum_{i=1}^{k} \lambda_{i}+\sum_{j=1}^{\alpha} \mu_{j}}, i=1, \cdots, k, \vartheta_{j}=\frac{\mu_{j}}{\sum_{i=1}^{k} \lambda_{i}+\sum_{j=1}^{\alpha} \mu_{j}}, j=1, \cdots, \alpha . \tag{3.9}
\end{equation*}
$$

Hence, (3.9) implies that $\beta_{i} \geqq 0, i=1, \cdots, k$, and for at least one $i, \beta_{i}>$ $0, \vartheta_{j} \geqq 0, j=1, \cdots, \alpha$ and, moreover, $\sum_{i=1}^{k} \beta_{i}+\sum_{j=1}^{\alpha} \vartheta_{j}=1$. Using (3.9) together with (3.5) and (3.8), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \beta_{i} \Phi\left(x, u,\left(\nabla\left(\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}\right)+\nabla_{p} K_{i}(u, p), \rho_{i}\right)\right) \\
+ & \sum_{j=1}^{\alpha} \vartheta_{j} \Phi\left(x, u,\left(\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right)<0 . \tag{3.10}
\end{align*}
$$

Since $\sum_{i=1}^{k} \beta_{i}+\sum_{j=1}^{\alpha} \vartheta_{j}=1$ and $\Phi$ is a real-valued convex function defined on $X \times X \times R^{n+1}$, by the definition of convexity, (3.10) implies

$$
\begin{aligned}
& \Phi\left(x, u,\left(\sum_{i=1}^{k} \beta_{i}\left[\nabla\left(\frac{f_{i}(u)+u^{T} z_{i}}{g_{i}(u)-u^{T} v_{i}}\right)+\nabla_{p} K_{i}(u, p)\right]+\sum_{j=1}^{\alpha} \vartheta_{j}\left[\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)\right.\right.\right. \\
& \left.\left.\left.+\nabla_{q} H\left(u, y^{j}, q\right)\right], \sum_{i=1}^{k} \beta_{i} \rho_{i}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}}\right)\right)<0 .
\end{aligned}
$$

Then, by the first constraint of the problem $(M W D)$, the above inequality gives

$$
\begin{equation*}
\Phi\left(x, u,\left(0, \sum_{i=1}^{k} \beta_{i} \rho_{i}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}}\right)\right)<0 \tag{3.11}
\end{equation*}
$$

By assumption $\sum_{i=1}^{p} \lambda_{i} \rho_{i}+\sum_{j=1}^{\alpha} \mu_{j} \rho_{y^{j}} \geqq 0$. Then, (3.9) implies that

$$
\begin{equation*}
\sum_{i=1}^{p} \beta_{i} \rho_{i}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}} \geqq 0 \tag{3.12}
\end{equation*}
$$

Since $\Phi(x, u,(0, a)) \geqq 0$ for and $a \geqq 0$, (3.12) implies that the inequality

$$
\Phi\left(x, u,\left(0, \sum_{i=1}^{k} \beta_{i} \rho_{i}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}}\right)\right) \geqq 0
$$

holds, contradicting (3.11). Hence, the proof of this theorem is completed.
Under the stronger assumption imposed on the functions constituting the considered vector optimization problems, the following result can be proved.

Theorem 3.2 (Higher order weak duality). Let $x$ and ( $u, \lambda, \mu, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q$ ) be any feasible solutions of the problems (SIMFP) and (MWD), respectively. Further, assume that the pair $(\varphi, \psi)$ is higher order strictly $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I functions
at $u$ on $A \cup U$ with respect to $K$ and $H$. If $\sum_{i=1}^{p} \lambda_{i} \rho_{i}+\sum_{j=1}^{\alpha} \mu_{j} \rho_{y^{j}} \geqq 0$, then the inequality

$$
\left(\frac{f_{1}(x)+x^{T} z_{1}}{g_{1}(x)-x^{T} v_{1}}, \cdots, \frac{f_{k}(x)+x^{T} z_{k}}{g_{k}(x)-x^{T} v_{k}}\right) \leq\left(\frac{f_{1}(u)+x^{T} z_{1}}{g_{1}(u)-u^{T} v_{1}}, \cdots, \frac{f_{k}(u)+u^{T} z_{k}}{g_{k}(u)-u^{T} v_{k}}\right)
$$

does not hold.
Now, we prove higher order strong duality theorem in the sense of Mond-Weir.
Theorem 3.3 (Higher order strong duality). Let $\bar{x} \in A$ be a (weakly) efficient solution of the semi-infinite multiobjective fractional programming problem (SIMFP), and the suitable constraint qualification be fulfilled at $\bar{x}$. Then, there exist $\bar{\lambda}=$ $\left(\bar{\lambda}_{1}, \cdots, \bar{\lambda}_{k}\right) \in R_{+}^{k}, \bar{\lambda} \neq 0$, an integer $\alpha$ such that $0 \leqq \bar{\alpha} \leqq n, \bar{\mu}=\left(\bar{\mu}_{1}, \cdots, \bar{\mu}_{\bar{\alpha}}\right) \in R_{+}^{\bar{\alpha}}$ and $\bar{y}^{j} \in Y(\bar{x})$, such that if $K_{i}(\bar{x}, 0)=0, i=1, \cdots, k, H\left(\bar{x}, 0, \bar{y}^{j}\right)=0, j=$ $1, \cdots, \bar{\alpha},\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right)$, is a feasible solution in the problem $(M W D)$ and the corresponding values of the objective functions of the problems (SIMFP) and (MWD) are equal. Further, if all hypotheses of the weak duality Theorem (3.1,3.2) are satisfied, then $\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y} \bar{\alpha}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right.$ ) is an (weakly) efficient solution of a maximum type for the problem (MWD).

Proof. Since $\bar{x} \in A$ is a (weakly) efficient solution of the semi-infinite multiobjective fractional programming problem $(S I M F P)$, by Theorem 2.1, there exist $\bar{\lambda}=\left(\bar{\lambda}_{1}, \cdots, \bar{\lambda}_{k}\right) \in R_{+}^{k}, \bar{\lambda} \neq 0$, an integer $\bar{\alpha}$ such that $0 \leqq \bar{\alpha} \leqq n, \bar{\mu}=$ $\left(\bar{\mu}_{1}, \cdots, \bar{\mu}_{\bar{\alpha}}\right) \in R_{+}^{\alpha}$ and $y^{j} \in Y(\bar{x})$ an integer such that the conditions $\overline{(2.1)-(2.5)}$ are fulfilled. This means that the solution $\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y} \overline{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right)$ satisfies these conditions. Since $K_{i}(\bar{x}, 0)=0, i=1, \cdots, k, H\left(\bar{x}, 0, \bar{y}^{j}\right)>$ $0, j=1, \cdots, \bar{\alpha}$, by the conditions (2.1)-(2.5), it also follows that the solution $\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y} \bar{\alpha}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right)$ is feasible for the problem ( $M W D$ ). We now show that if $\bar{x}$ is a weakly efficient solution of the problem (SIMFP), then $\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right)$ is a weakly efficient solution of a maximum type for the problem $(M W D)$. By means of contradiction, suppose that $\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right)$ is not a weakly efficient solution of a maximum type for the problem $(M W D)$. Then, by definition, there does exist $\left(\widetilde{u}, \widetilde{\lambda}, \widetilde{\mu}, \widetilde{\alpha}, \widetilde{y}^{1}, \cdots, \bar{y}^{\widetilde{\alpha}}, \widetilde{z}, \widetilde{v}, \widetilde{w}, \widetilde{p}, \widetilde{q}\right)$ such that the inequalities

$$
\frac{f_{i}(\bar{x})+\bar{x}^{T} \widetilde{z}_{i}}{g_{i}(\bar{x})-\bar{x}^{T} v_{i}}<\frac{f_{i}(\widetilde{u})+\widetilde{u}^{T} \widetilde{z}_{i}}{g_{i}(\widetilde{u})-\widetilde{u}^{T} \widetilde{v}_{i}}, \quad i=1, \cdots, k
$$

hold which is a contradiction to the higher order weak duality theorem 3.1. The proof of a efficiency of a maximum type for the problem ( $M W D$ ) is similar. Thus, the proof of this theorem is completed.

Theorem 3.4 (Higher order strict converse duality). Let $\bar{x}$ and ( $\bar{u}, \bar{\lambda}, \bar{\mu}, \bar{\alpha}, \bar{y}^{1}, \cdots$, $\left.\bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}, \bar{q}\right)$ be feasible solutions of the problems (SIMFP) and (MWD), respectively, such that

$$
\begin{gather*}
\frac{f_{i}(\bar{x})+\bar{x}^{T} \overline{z_{i}}}{g_{i}(\bar{x})-\bar{x}^{T} \overline{v_{i}}} \leqq \frac{f_{i}(\bar{u})+\bar{u}^{T} \overline{z_{i}}}{g_{i}(\bar{u})-\bar{u}^{T} \overline{v_{i}}}-\sum_{j=1}^{\bar{\alpha}} \overline{\mu_{j}}\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \overline{w_{j}}+\right. \\
\left.H\left(\bar{u}, \bar{y}^{j}, q\right)-q^{T} \nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right)\right) . \tag{3.13}
\end{gather*}
$$

Further, let the function $\varphi:=\left(\varphi_{1}, \cdots, \varphi_{k}\right): X \rightarrow R^{k}$ be defined by $\varphi_{i}(a)=$ $\frac{f_{i}(a)+a^{T} \overline{z_{i}}}{g_{i}(a)-a^{T} \overline{v_{i}}}, i=1, \cdots, k$, and the function $\psi:=\left(\psi_{1}, \cdots, \psi_{k}\right): X \rightarrow R^{\alpha}$ be defined by $\psi_{j}(a)=h_{i}\left(a, \bar{y}^{j}\right)+a^{T} \bar{w}_{j}, j=1, \cdots, \bar{\alpha}$. Furthermore, assume that the pair $(\phi, \psi)$ is higher order strictly $\left(\Phi, \rho, \sigma^{\bar{\alpha}}\right)$-type $I$ at $\bar{u}$ on $A \cup U$ with respect to $K$ and $H$. If $\sum_{i=1}^{p} \bar{\lambda}_{i} \rho_{i}+\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \rho_{\bar{y}^{j}} \geqq 0$, then $\bar{x}=\bar{u}$.

Proof. By means of contradiction, suppose that $\bar{x} \neq \bar{u}$. By the assumption, the pair $(\varphi, \psi)$ is higher order $\left(\Phi, \rho, \sigma^{\bar{\alpha}}\right)$-type I at $\bar{u}$ on $A \cup U$ with respect to $K$ and $H$. Then, by Definition (2.3), (3.13) gives that

$$
\begin{aligned}
& -\sum_{j=1}^{\alpha} \bar{\mu}_{j}\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \bar{w}^{j}+H\left(\bar{u}, \bar{y}^{j}, q\right)-q^{T} \nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right)\right) \\
> & \Phi\left(\bar{x}, \bar{u},\left(\nabla\left(\frac{f_{i}(\bar{u})+\bar{u}^{T} \overline{z_{i}}}{g_{i}(\bar{u})-\bar{u}^{T} \overline{v_{i}}}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{i}\right)\right)+K_{i}(\bar{u}, p)-p^{T} K_{i}(\bar{u}, p) \\
& i=1, \cdots, k .
\end{aligned}
$$

Then, by the second constraint of the problem $(M W D)$, the above inequality yields

$$
\begin{array}{r}
\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(\frac{f_{i}(\bar{u})+\bar{u}^{T} \overline{z_{i}}}{g_{i}(\bar{u})-\bar{u}^{T} \overline{v_{i}}}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{i}\right)\right)+K_{i}(\bar{u}, p)-p^{T} \nabla_{p} K_{i}(\bar{u}, p)<0 \\
i=1, \cdots, k \tag{3.14}
\end{array}
$$

Since $\bar{\lambda}_{i} \geqq 0, i=1, \cdots, k$ and $\bar{\lambda} \neq 0,(3.14)$ gives
$\sum_{i=1}^{k} \overline{\lambda_{i}}\left[\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(\frac{f_{i}(\bar{u})+\bar{u}^{T} \overline{z_{i}}}{g_{i}(\bar{u})-\bar{u}^{T} \overline{v_{i}}}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{i}\right)\right)+K_{i}(\bar{u}, p)-p^{T} \nabla_{p}(\bar{u}, p)\right]<0$.
By the third constraint of the problem $(M W D)$, the above inequality yields

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i}\left(\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(\frac{f_{i}(\bar{u})+\bar{u}^{T} \overline{z_{i}}}{g_{i}(\bar{u})-\bar{u}^{T} \overline{v_{i}}}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{i}\right)\right)\right)<0 \tag{3.15}
\end{equation*}
$$

Using the second inequality in Definition(2.4), we obtain

$$
\begin{align*}
& -h\left(\bar{u}, \bar{y}^{j}\right)-\bar{u}^{T} \bar{w}^{j}-H\left(\bar{u}, \bar{y}^{j}, q\right)-q^{T} \nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right) \geqq \\
& \Phi\left(\bar{x}, \bar{u},\left(\nabla\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \bar{w}^{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right), j=1, \cdots, \alpha . \tag{3.16}
\end{align*}
$$

Since $\bar{\mu}_{j} \geqq 0, j=1, \cdots, \bar{\alpha},(3.16)$ implies

$$
\begin{align*}
& -\sum_{j=1}^{\bar{\alpha}} \overline{\mu_{j}}\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \bar{w}^{j}+H\left(\bar{u}, \bar{y}^{j}, q\right)-q^{T} H\left(\bar{u}, \bar{y}^{j}, q\right)\right) \geqq \\
& \sum_{j=1}^{\bar{\alpha}} \mu_{j} \Phi\left(\bar{x}, \bar{u},\left(\nabla\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \bar{w}_{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right) \tag{3.17}
\end{align*}
$$

Then, by the second constraint of the problem (MWD), (3.7) implies

$$
\begin{equation*}
\sum_{j=1}^{\bar{\alpha}} \mu_{j} \Phi\left(\bar{x}, \bar{u},\left(\nabla\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \bar{w}_{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right) \leqq 0 \tag{3.18}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\bar{\beta}_{i}=\frac{\bar{\lambda}_{i}}{\sum_{i=1}^{k} \bar{\lambda}_{i}+\sum_{i=1}^{\bar{\alpha}} \bar{\mu}_{j}}, i=1, \cdots, k, \quad \bar{\vartheta}_{j}=\frac{\bar{\mu}_{j}}{\sum_{i=1}^{k} \bar{\lambda}_{i}+\sum_{i=1}^{\bar{\alpha}} \bar{\mu}_{j}}, j=1, \cdots, \bar{\alpha} . \tag{3.19}
\end{equation*}
$$

Hence, (3.19) implies that $\bar{\beta}_{i} \geqq 0, i=1, \cdots, k$, and for at least one $i, \beta_{i}>$ $0, \bar{\vartheta}_{j} \geqq 0, j=1, \cdots, \bar{\alpha}$ and, moreover, $\sum_{i=1}^{k} \bar{\beta}_{i}+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j}=1$. Using (3.19) together with (3.15) and (3.18), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\beta}_{i} \Phi\left(\bar{x}, \bar{u}\left(\nabla\left(\frac{f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}}{g_{i}(\bar{u})-\bar{u}^{T} \bar{v}_{i}}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{i}\right)\right)+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j} \Phi\left(\bar{x}, \bar{u}\left(\nabla \left(h\left(\bar{u}, \bar{y}^{j}\right)\right.\right.\right. \\
& \left.\left.\left.+\bar{u}^{T} \bar{w}_{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right), \sigma_{y^{j}}\right)\right)<0 . \tag{3.20}
\end{align*}
$$

Since $\sum_{i=1}^{k} \bar{\beta}_{i}+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j}=1$ and $\Phi$ is a real-valued convex function defined on $X \times X \rightarrow R^{n+1}$, by the definition of convexity, (3.20) gives

$$
\begin{aligned}
& \Phi\left(\bar{x}, \bar{u}\left(\sum_{k}^{i=1} \bar{\beta}_{i}\left[\nabla\left(\frac{f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}}{g_{i}(\bar{u})-\bar{u}^{T} \bar{v}_{i}}\right)+\nabla_{p} K_{i}(\bar{u}, p)\right]+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j}\left[\nabla \left(h\left(\bar{u}, \bar{y}^{j}\right)\right.\right.\right.\right. \\
& \left.\left.\left.\left.+\bar{u}^{T} \bar{w}_{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right)\right], \sum_{i=1}^{k} \bar{\beta}_{i} \rho_{i}+\sum_{j=1}^{\alpha} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}}\right)\right)<0 .
\end{aligned}
$$

Thus, by the first constraint of the problem $(M W D)$, the above inequality implies

$$
\begin{equation*}
\Phi\left(\bar{x}, \bar{u},\left(0, \sum_{i=1}^{k} \bar{\beta}_{i} \rho_{i}+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}}\right)\right)<0 . \tag{3.21}
\end{equation*}
$$

By assumption, $\sum_{i=1}^{k} \bar{\lambda}_{i}+\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j}>0$. Hence, (3.19) yields that

$$
\begin{equation*}
\sum_{i=1}^{k} \bar{\beta}_{i} \rho_{i}+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}} \geqq 0 \tag{3.22}
\end{equation*}
$$

Since $\Phi(\bar{x}, \bar{u},(0, a)) \geqq 0$ for any $a \geqq 0,(3.2)$ implies that the inequality

$$
\Phi\left(\bar{x}, \bar{u},\left(0, \sum_{i=1}^{k} \bar{\beta}_{i} \rho_{i}+\sum_{j=1}^{\alpha} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}}\right)\right) \geqq 0
$$

holds, contradicting (3.21). Hence, the proof of this theorem is completed.

## 4. Higher order Schaible type dual

In this section, for the primal semi-infinite multiobjective fractional programming problem (SIMFP), we formulate its higher order Schaible dual problem as follows $\operatorname{maximize}\left(\tau_{1}, \cdots, \tau_{k}\right)$

$$
\begin{aligned}
& \text { s.t. } \nabla\left\{\sum_{i=1}^{k} \lambda_{i}\left[f_{i}(u)+u^{T} z_{i}-\tau_{i}\left(g_{i}(u)-u^{T} v_{i}\right)\right]+\sum_{j=1}^{\alpha} \mu_{j}\left(\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)\right)\right\} \\
& +\sum_{i=1}^{k} \lambda_{i}\left(\nabla_{p} K_{i}(u, p)-\tau_{i} \nabla_{p} G_{i}(u, p)\right)+\sum_{j=1}^{\alpha} \mu_{j} \nabla_{q} H\left(u, y^{j}, q\right)=0, \\
& \sum_{i=1}^{k} \lambda_{i}\left\{\left[f_{i}(u)+u^{T} z_{i}-\tau_{i}\left(g_{i}(u)-u^{T} v_{i}\right)\right]+\left(K_{i}(u, p)-\tau_{i} G_{i}(u, p)\right)\right. \\
& \left.-p^{T} \nabla_{p}\left(K_{i}(u, p)-\tau_{i} G_{i}(u, p)\right)\right\} \geqq 0, \\
& \sum_{j=1}^{\alpha} \mu_{j} \nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}+H\left(u, y^{j}, q\right)-q^{T} \nabla_{q} H\left(u, y^{j}, q\right)\right) \geqq 0, \\
& x \in X, \lambda_{i} \geqq 0, i=, \cdots, p, \lambda e=1,0 \leqq \alpha \leqq n, \mu_{j} \geqq 0, j=1, \cdots, \alpha, \tau \geqq 0, y^{1}, \cdots, y^{\alpha} \in Y .
\end{aligned}
$$

Let $S$ denote the set of all feasible solutions of the problem ( $S D$ ), that is, the set of $\left(u, \lambda, \mu, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right)$ satisfying all constraints of (SD), where $z=\left(z_{1}, \cdots, z_{k}\right), v=\left(v_{1}, \cdots, v_{k}\right), w=\left(w_{1}, \cdots, w_{\alpha}\right)$. Further, by $U$ denote the projection of the set $S$ on $X$, that is, the set $U=$ $\left\{u \in X:\left(u, \lambda, \mu, \tau, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right) \in S\right\}$.

Further, let us define the function $\varphi:=\left(\varphi_{1}, \cdots, \varphi_{2 k}\right): X \rightarrow R^{2 k}$ such that $\varphi_{i}(a)=f_{i}(a)+a^{T} z_{i}, i=1, \cdots, k$ and $\varphi_{k+i}(a)=-\left(g_{i}(a)-a^{T} v_{i}\right), i=1, \cdots, k$, the function $\psi:=\left(\psi_{1}, \cdots, \psi_{\alpha}\right): X \rightarrow R^{\alpha}$ such that $\psi_{j}(a)=h_{i}\left(a, y^{j}\right)+a^{T} w_{j}, j=$ $1, \cdots, \alpha$, and, moreover, $K_{G}=\left(K_{G_{1}}, \cdots, K_{G_{2 k}}\right): R^{n} \times R^{n} \rightarrow R^{2 k}$, where $K_{G_{i}}(a, p)=K_{i}(a, p), i=1, \cdots, k, K_{G_{k+i}}(a, p)=-G_{i}(a, p), i=1, \cdots, k$.
Theorem 4.1 (Weak duality). Let $x$ and $\left(u, \lambda, \mu, \tau, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right)$ be any feasible solutions of the problems $(S I M F P)$ and $(S D)$, respectively. Further, assume that the pair $(\varphi, \psi)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I at $u$ on $A \cup U$ with respect to $K_{G}$ and $H$, where $\rho=\left(\rho_{1}, \cdots, \rho_{2 k}\right)=\left(\rho_{f_{1}}, \cdots, \rho_{f_{k}}, \rho_{g_{1}, \cdots, \rho_{g_{k}}}\right) \in R^{2 k}$.If $\sum_{i=1}^{k} \lambda_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \lambda_{i} \tau_{i} \rho_{g_{i}}+\sum_{j=1}^{\alpha} \mu_{j} \rho_{y^{j}} \geqq 0$, then the inequality

$$
\begin{equation*}
\left(\frac{f_{1}(x)+x^{T} z_{1}}{g_{1}(x)-x^{T} v_{1}}, \cdots, \frac{f_{k}(x)+x^{T} z_{k}}{g_{k}(x)-x^{T} v_{k}}\right)<\left(\tau_{1}, \cdots, \tau_{k}\right) \tag{4.1}
\end{equation*}
$$

doesnt hold.
Proof. Let $x$ and $\left(u, \lambda, \mu, \tau, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right)$ be any feasible solutions of the problems (SIMFP) and (SD), respectively. We proceed by contradiction. Suppose, contrary to the result, that the inequalities

$$
\begin{equation*}
\frac{f_{i}(x)+x^{T} z_{i}}{g_{i}(x)-x^{T} v_{i}}<\tau_{i}, i=\cdots, k \tag{4.2}
\end{equation*}
$$

hold. Hence, (4.2) yields

$$
\begin{equation*}
f_{i}(x)+x^{T} z_{i}-\tau_{i}\left(g_{i}(x)-x^{T} v_{i}\right)<0, i=1, \cdots, k . \tag{4.3}
\end{equation*}
$$

Multiplying each inequality (4.3) by $\lambda_{i} \geq 0, i=1, \cdots, k, \lambda^{T} e=1$, and then adding both sides of the resulting inequalities, we get

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i}\left[f_{i}(x)+x^{T} z_{i}-\tau_{i}\left(g_{i}(x)-x^{T} v_{i}\right)\right]<0, i=1, \cdots, k \tag{4.4}
\end{equation*}
$$

From the assumption, the pair $(\phi, \varphi)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I at $u$ on $A \cup U$ with respect to $K_{G}$ and $H$, where $\rho=\left(\rho_{1}, \cdots, \rho_{2 k}\right)=\left(\rho_{f_{1}}, \cdots, \rho_{f_{k}}, \rho_{g_{1}}, \cdots, \rho_{g_{k}}\right) \in$ $R^{2 k}$. Hence, by Definition(2.3), we have that

$$
\begin{gather*}
f_{i}(x)+x^{T} z_{i}-\left(f_{i}(u)+u^{T} z_{i}\right)-K_{i}(u, p)+p^{T} \nabla_{p} K_{i}(u, z) \geqq \\
\Phi\left(x, u,\left(\nabla\left(f_{i}(u)+u^{T} z_{i}\right)+\nabla_{p} K_{i}(u, p), \rho_{f_{i}}\right)\right), i=1, \cdots, k,  \tag{4.5}\\
-\left(g_{i}(x)-x^{T} v_{i}\right)+\left(g_{i}(u)-u^{T} v_{i}\right)+G_{i}(u, p)-p^{T} \nabla_{p} G_{i}(u, z) \geqq \\
\Phi\left(x, u,\left(-\nabla\left(g_{i}(u)+u^{T} v_{i}\right)-\nabla_{p} G_{i}(u, p), \rho_{g_{i}}\right)\right), i=1, \cdots, k,  \tag{4.6}\\
\quad-h\left(u, y^{j}\right)-H\left(u, y^{j}, q\right)+q^{T} \nabla_{q} H\left(u, y^{j}, q\right) \geqq \\
\Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right), j=1, \cdots, \alpha . \tag{4.7}
\end{gather*}
$$

Multiplying each inequality (4.5) by $\lambda_{i}$, each inequality (4.6) by $\lambda_{i} \tau_{i}$ and each inequality (4.7) by $\mu_{j}$ and then adding both sides of the resulting inequalities, we get

$$
\begin{aligned}
& \sum_{i=1}^{k} \lambda_{i}\left[f_{i}(x)+x^{T} z_{i}-\tau_{i}\left(g_{i}(x)-x^{T} v_{i}\right)\right]-\sum_{i=1}^{k} \lambda_{i}\left\{\left[f_{i}(u)+u^{T} z_{i}-\tau_{i}\left(g_{i}(u)-u^{T} v_{i}\right)\right]\right. \\
& \left.+\left(K_{i}(u, p)-\tau_{i} G_{i}(u, p)\right)-p^{T} \nabla_{p}\left(K_{i}(u, p)-\tau_{i} G_{i}(u, p)\right)\right\}-\sum_{j=1}^{\alpha} \mu_{j} h\left(u, y^{j}\right)+u^{T} w_{j} \\
& +H\left(u, y^{j}, q\right)-q^{T} \nabla_{q} H\left(u, y^{j}, q\right) \geqq \sum_{i=1}^{k} \lambda_{i}\left[\Phi\left(x, u,\left(\nabla\left(f_{i}(u)+u^{T} z_{i}\right)+\nabla_{p} K_{i}(u, p), \rho_{f_{i}}\right)\right)\right. \\
& \left.+\tau_{i} \Phi\left(x, u,\left(-\nabla\left(g_{i}(u)-u^{T} v_{i}\right) \nabla_{p} G_{i}(u, p), \rho_{g_{i}}\right)\right)\right]+\sum_{j=1}^{\alpha} \mu_{j} \Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right)\right.\right. \\
& \left.\left., \sigma_{y^{j}}\right)\right) .
\end{aligned}
$$

By the constraints of the problem $(S D)$, it follows that

$$
\begin{align*}
& \sum_{i=1}^{k} \lambda_{i}\left[f_{i}(x)+x^{T} z_{i}-\tau_{i}\left(g_{i}(x)-x^{T} v_{i}\right)\right] \geqq \sum_{i=1}^{k} \lambda_{i}\left[\Phi \left(x, u,\left(\nabla\left(f_{i}(u)+u^{T} z_{i}\right)\right.\right.\right. \\
& \left.\left.\left.+\nabla_{p} K_{i}(u, p), \rho_{f_{i}}\right)\right)+\tau_{i} \Phi\left(x, u,\left(-\nabla\left(g_{i}(u)-u^{T} v_{i}\right)-\nabla_{p} G_{i}(u, p), \rho_{g_{i}}\right)\right)\right] \\
& +\sum_{j=1}^{\alpha} \mu_{j} \Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right) \tag{4.8}
\end{align*}
$$

Combining (4.4) and (4.8), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \lambda_{i}\left[\Phi\left(x, u,\left(\nabla\left(f_{i}(u)+u^{T} z_{i}\right)+\nabla_{p} K_{i}(u, p), \rho_{f_{i}}\right)\right)\right. \\
& \left.+\tau_{i} \Phi\left(x, u,\left(-\nabla\left(g_{i}(u)-u^{T} v_{i}\right)-\nabla_{p} G_{i}(u, p), \rho_{g_{i}}\right)\right)\right] \\
& +\sum_{j=1}^{\alpha} \mu_{j} \Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right)<0 . \tag{4.9}
\end{align*}
$$

Let us set that

$$
\begin{align*}
& \beta_{i}=\frac{\lambda_{i}}{\sum_{i=1}^{k} \lambda_{i}\left(1+\tau_{i}\right)+\sum_{j=1}^{\alpha} \mu_{j}}, i=1, \cdots, k \\
& \vartheta_{j}=\frac{\mu_{j}}{\sum_{i=1}^{k} \lambda_{i}\left(1+\tau_{i}\right)+\sum_{j=1}^{\alpha} \mu_{j}}, j=1, \cdots, \alpha . \tag{4.10}
\end{align*}
$$

Hence $\beta_{i} \geqq 0, i=1, \cdots, k$, and for at least one $i, \beta_{i}>0, \vartheta_{j} \geqq 0, j=1 \cdots, \alpha$, and, moreover, $\sum_{i=1}^{k} \beta_{i}\left(1+\tau_{i}\right)+\sum_{j=1}^{\alpha} \vartheta_{j}=1$. Using (4.10) in (4.9), we obtain

$$
\begin{align*}
& \sum_{i=1}^{k} \beta_{i}\left[\Phi\left(x, u,\left(\nabla\left(f_{i}(u)+u^{T} z_{i}\right)+\nabla_{p} K_{i}(u, p), \rho_{f_{i}}\right)\right)\right. \\
& \left.+\tau_{i} \Phi\left(x, u,\left(-\nabla\left(g_{i}(u)-u^{T} v_{i}\right)-\nabla_{p} G_{i}(u, p), \rho_{g_{i}}\right)\right)\right] \\
& +\sum_{j=1}^{\alpha} \vartheta_{j} \Phi\left(x, u,\left(\nabla h\left(u, y^{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right), \sigma_{y^{j}}\right)\right)<0 . \tag{4.11}
\end{align*}
$$

Since $\sum_{i=1}^{k} \beta_{i}\left(1+\tau_{i}\right)+\sum_{j=1}^{\alpha} \vartheta_{j}=1$ and $\Phi$ is a real-valued convex function defined on $X \times X \times R^{n+1}$, by the definition of convexity, (4.11) implies

$$
\begin{aligned}
& \Phi\left(x, u,\left(\sum_{i=1}^{k} \beta_{i}\left[\nabla\left(f_{i}(u)+u^{T} z_{i}\right)-\tau_{i} \nabla\left(g_{i}(u)-u^{T} v_{i}\right)+\nabla_{p} K_{i}(u, p)-\tau_{i} \nabla_{p} G_{i}(u, p)\right]\right.\right. \\
& \left.\left.+\sum_{j=1}^{\alpha} \vartheta_{j}\left[\nabla\left(h\left(u, y^{j}\right)+u^{T} w_{j}\right)+\nabla_{q} H\left(u, y^{j}, q\right)\right], \sum_{i=1}^{k} \beta_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \beta_{i} \tau_{i} \rho_{f_{g_{i}}}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}}\right)\right)<0 .
\end{aligned}
$$

Then, by the first constraint of the problem $(M W D)$, the above inequality gives

$$
\begin{equation*}
\Phi\left(x, u,\left(0, \sum_{i=1}^{k} \beta_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \beta_{i} \tau_{i} \rho_{f_{g_{i}}}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}}\right)\right)<0 . \tag{4.12}
\end{equation*}
$$

By assumption, $\sum_{i=1}^{k} \lambda_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \lambda_{i} \tau_{i} \rho_{g_{i}}+\sum_{j=1}^{\alpha} \mu_{j} \rho_{y^{j}} \geqq 0$. Then,(4.10) yields that

$$
\begin{equation*}
\sum_{i=1}^{k} \beta_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \beta_{i} \tau_{i} \rho_{f_{g_{i}}}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}} \geqq 0 \tag{4.13}
\end{equation*}
$$

Since $\Phi(x, u,(0, a)) \geqq 0$ for any $a \geqq 0$, (4.13) implies that the inequality

$$
\Phi\left(x, u,\left(0, \sum_{i=1}^{k} \beta_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \beta_{i} \tau_{i} \rho_{f_{g_{i}}}+\sum_{j=1}^{\alpha} \vartheta_{j} \sigma_{y^{j}}\right)\right) \geqq 0
$$

holds, contradicting (4.12). Hence, the proof of this theorem is completed.
Under the stronger assumption imposed on the functions constituting the considered vector optimization problems, the stronger result can be proved.

Theorem 4.2 (Higher order weak duality). Let $x$ and $\left(u, \lambda, \mu, \tau, \alpha, y^{1}, \cdots, y^{\alpha}, z, v, w, p, q\right)$ be any feasible solutions of the problems (SIMFP) and (SD), respectively. Further, assume that Further, assume that the
pair $(\varphi, \psi)$ is higher order strictly $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type $I$ at $u$ on $A \cup U$ with respect to $K_{G}$ and $H$, where $\rho=\left(\rho_{1}, \cdots, \rho_{2 k}\right)=\left(\rho_{f_{i}}, \cdots, \rho_{f_{k}}, \rho_{g_{i}}, \cdots, \rho_{g_{k}}\right) \in R^{2 k}$. If $\sum_{i=1}^{k} \lambda_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \lambda_{i} \tau_{i} \rho_{g_{i}}+\sum_{j=1}^{\alpha} \mu_{j} \rho_{y^{j}} \geqq 0$, then the inequality

$$
\left(\frac{f_{1}(x)+x^{T} z_{1}}{g_{1}(x)-x^{T} v_{1}}, \cdots, \frac{f_{k}(x)+x^{T} z_{k}}{g_{k}(x)-x^{T} v_{k}}\right) \leq\left(\bar{\tau}_{1}, \cdots, \bar{\tau}_{k}\right)
$$

doesn't hold.
Now, we formulate higher order strong duality theorem in the sense of Mond-Weir.
Theorem 4.3 (Higher order strong duality). Let $\bar{x} \in A$ be a weakly solution (an efficient solution) of the semi-infinite multiobjective fractional programming problem (SIMFP) and the suitable constraint qualification be fulfilled at $\bar{x}$. Then, there exist $\bar{\lambda}=\left(\overline{\lambda_{1}}, \cdots, \overline{\lambda_{k}}\right) \in R_{+}^{k}, \bar{\lambda} \neq 0$, an integer $\bar{\alpha}$. such that $0 \leqq \alpha \leqq n, \bar{\mu}=$ $\left(\bar{\mu}_{1}, \cdots, \bar{\mu}_{\bar{\alpha}}\right) \in R_{+}^{\bar{\alpha}}$ and $\bar{y}^{j} \in Y(\bar{x})$, such that if $K_{i}(\bar{x}, 0)=0, G_{i}(\bar{x}, 0)=0, i=$ $1, \cdots, k, H\left(\bar{x}, 0, \bar{y}^{j}\right)=0, j=1, \cdots, \bar{\alpha},\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\tau}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right)$ is a feasible solution in the problem $(S D)$ and the corresponding values of the objective functions of the problems (SIMFP) and (SD) are equal. Further, if all hypotheses of the weak duality theorem (4.1) or (4.2) are satisfied, then $\left(\bar{x}, \bar{\lambda}, \bar{\mu}, \bar{\tau}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}=0, \bar{q}=0\right.$ ) is a weakly solution (an efficient solution) of a maximum type for the problem (SD).
Theorem 4.4 (Strict converse duality). Let $\bar{x} \in A$ and $\left(\bar{u}, \bar{\lambda}, \bar{\mu}, \bar{\tau}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}\right.$, $\bar{z}, \bar{v}, \bar{w}, \bar{p}, \bar{q})$ be feasible solutions of the problems (SIMFP) and (SD), respectively, such that

$$
\begin{equation*}
\left(\frac{f_{1} \overline{(x)}+\bar{x}^{T} \bar{z}_{1}}{g_{1} \overline{(x)}-\bar{x}^{T} \bar{v}_{1}}\right), \cdots,\left(\frac{f_{k} \overline{(x)}+\bar{x}^{T} \bar{z}_{k}}{g_{k} \overline{(x)}-\bar{x}^{T} \bar{z}_{k}}\right)=\left(\bar{\tau}_{1}, \cdots, \bar{\tau}_{k}\right) . \tag{4.14}
\end{equation*}
$$

Further, assume that the pair $(\varphi, \psi)$ is higher order strictly $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type $I$ at $\bar{u}$ with respect to $K_{G}$ and $H$, where $\rho=\left(\rho_{1}, \cdots, \rho_{2 k}\right)=\left(\rho_{f_{1}}, \cdots, \rho_{f_{k}}, \rho_{g_{1}}, \cdots, \rho_{g_{k}}\right) \in R^{2 k}$. If $\sum_{i=1}^{k} \bar{\lambda}_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \bar{\lambda}_{i} \bar{\tau}_{i} \rho_{g_{i}}+\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \sigma_{\bar{y}_{j}} \geqq 0$, then $\bar{x}=\bar{u}$.
Proof. Let $\bar{x}$ and $\left(\bar{u}, \bar{\lambda}, \bar{\mu}, \bar{\tau}, \bar{\alpha}, \bar{y}^{1}, \cdots, \bar{y}^{\bar{\alpha}}, \bar{z}, \bar{v}, \bar{w}, \bar{p}, \bar{q}\right)$ be feasible solutions of $(S I M F P)$ and $(S D)$, respectively, such that (4.14) is satisfied. We proceed by contradiction. Suppose, contrary to the result, that $\bar{x}=\bar{u}$. By (4.14), it follows that

$$
\begin{equation*}
f_{i}(\bar{x})+\bar{x}^{T} \bar{z}_{i}-\bar{\tau}_{i}\left(g_{i}(\bar{x})-\bar{x}^{T} \bar{v}_{i}\right)=0, i=1, \cdots, k . \tag{4.15}
\end{equation*}
$$

Multiplying each inequality (4.15) by $\bar{\lambda}_{i} \geq 0, i=1, \cdots, k, \bar{\lambda}^{T} e=1$, and then adding both sides of the resulting inequalities, we get

$$
\begin{equation*}
\sum_{i=1}^{k} \bar{\lambda}_{i}\left[f_{i}(\bar{x})+\bar{x}^{T} \bar{z}_{i}-\bar{\tau}_{i}\left(g_{i}(\bar{x})-\bar{x}^{T} \bar{v}_{i}\right)\right]=0 \tag{4.16}
\end{equation*}
$$

By hypotheses, the pair $(\phi, \psi)$ is higher order $\left(\Phi, \rho, \sigma^{\alpha}\right)$-type I at $u$ on $A \cup U$ with respect to $K_{G}$ and $H$, where $\rho=\left(\rho_{1}, \cdots, \rho_{2 k}\right)=\left(\rho_{f_{1}}, \cdots, \rho_{f_{k}}, \rho_{g_{1}}, \cdots, \rho_{g_{k}}\right) \in R^{2 k}$ Hence, by Definition(2.4), we have that

$$
f_{i}(\bar{x})+\bar{x}^{T} \bar{z}_{i}-\left(f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}\right)-K_{i}(u, p)+p^{T} \nabla_{p} K_{i}(\bar{u}, z)
$$

$$
\begin{align*}
& >\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{f_{i}}\right)\right), i=1, \cdots, k,  \tag{4.17}\\
& \quad-\left(g_{i}(\bar{x})+\bar{x}^{T} \bar{v}_{i}\right)+\left(g_{i}(\bar{u})+\bar{u}^{T} \bar{v}_{i}\right)+G_{i}(u, p)-p^{T} \nabla_{p} G_{i}(\bar{u}, z) \\
& >\Phi\left(\bar{x}, \bar{u},\left(-\nabla\left(g_{i}(\bar{u})+\bar{u}^{T} \bar{v}_{i}\right)-\nabla_{p} G_{i}(\bar{u}, p), \rho_{g_{i}}\right)\right), i=1, \cdots, k,  \tag{4.18}\\
& \quad-h\left(u, y^{j}\right)-H\left(\bar{u}, \bar{y}^{j}, q\right)+q^{T} \nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right) \\
& \quad>\Phi\left(\bar{x}, \bar{u},\left(\nabla h\left(\bar{u}, \bar{y}^{j}\right)+\nabla_{q} H\left(\bar{u}, y^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right), j=1 \cdots, \bar{\alpha} . \tag{4.19}
\end{align*}
$$

Multiplying each inequality (4.17) by $\bar{\lambda}_{i} \geqq 0, i=1, \cdots, k$, each inequality (4.18) by $\bar{\tau}_{i} \bar{\lambda}_{i} \geqq 0, i=1, \cdots, k$, and each inequality (4.19) by $\bar{\mu}_{j} \geqq 0, j=1, \cdots, \bar{\alpha}$, and then adding both sides of the resulting inequalities, we obtain

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\lambda}_{i}\left[f_{i}(\bar{x})+\bar{x}^{T} z_{i}-\bar{\tau}_{i}\left(g_{i}(\bar{x})-\bar{x}^{T} v_{i}\right)\right]-\sum_{i=1}^{k} \bar{\lambda}_{i}\left\{\left[f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}-\bar{\tau}_{i}\left(g_{i}(\bar{u})-\bar{u}^{T} \bar{v}_{i}\right)\right]\right. \\
& \left.+\left(K_{i}(\bar{u}, p)-\bar{\tau}_{i} G_{i}(\bar{u}, p)\right)-p^{T} \nabla_{p}\left(K_{i}(\bar{u}, p)-\bar{\tau}_{i} G_{i}(\bar{u}, p)\right)\right\}-\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j}\left(h\left(\bar{u}, \bar{y}^{j}\right)+\bar{u}^{T} \bar{w}_{j}\right. \\
& \left.+H\left(\bar{u}, \bar{y}^{j}, q\right)-q^{T} \nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right)\right)>\sum_{i=1}^{k} \bar{\lambda}_{i} \Phi\left[\bar{x}, \bar{u},\left(\nabla\left(f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{f_{i}}\right)\right] \\
& +\bar{\tau}_{i} \Phi\left(\bar{x}, \bar{u},\left(-\nabla\left(g_{i}(\bar{u})+\bar{u}^{T} v_{i}\right)-\nabla_{p} G_{i}(\bar{u}, p), \rho_{g_{i}}\right)\right)+\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \Phi\left(x, u,\left(\nabla h\left(\bar{u}, \bar{y}^{j}\right)\right.\right. \\
& \left.\left.+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right) . \tag{4.20}
\end{align*}
$$

From the constraints of the problem ( $S D$ ), it follows that

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\lambda}_{i}\left[f_{i}(\bar{x})+\bar{x}^{T} \bar{z}_{i}-\bar{\tau}_{i}\left(g_{i}(\bar{x})-\bar{x}^{T} \bar{v}_{i}\right)\right] \geqq \\
& \sum_{i=1}^{k} \bar{\lambda}_{i}\left[\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{f_{i}}\right)\right)\right. \\
& \left.+\tau_{i} \Phi\left(\bar{x}, \bar{u},\left(-\nabla\left(g_{i}(\bar{u})-\bar{u}^{T} \bar{v}_{i}\right)-\nabla_{p} G_{i}(\bar{u}, p), \rho_{g_{i}}\right)\right)\right] \\
& +\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \Phi\left(\bar{x}, \bar{u},\left(\nabla h\left(\bar{u}, y^{j}\right)+\nabla_{q} H\left(\bar{u}, y^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right) . \tag{4.21}
\end{align*}
$$

By (4.16) and (4.21), we have

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\lambda}_{i}\left[\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(f_{i}(\bar{u})+\bar{u}^{T} \bar{z}_{i}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{f_{i}}\right)\right)+\bar{\tau}_{i} \Phi\left(\bar{x}, \bar{u},\left(-\nabla\left(g_{i}(\bar{u})-\bar{u}^{T} \bar{v}_{i}\right)\right.\right.\right. \\
& \left.\left.\left.-\nabla_{p} G_{i}(\bar{u}, p), \rho_{g_{i}}\right)\right)\right]+\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \Phi\left(\bar{x}, \bar{u},\left(\nabla h\left(\bar{u}, y^{j}\right)+\nabla_{q} H\left(\bar{u}, y^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right)<0 \tag{4.22}
\end{align*}
$$

Let us set that

$$
\begin{align*}
& \overline{\beta_{i}}=\frac{\overline{\lambda_{i}}}{\sum_{i=1}^{k} \overline{\lambda_{i}}\left(1+\overline{\tau_{i}}\right)+\sum_{j=1}^{\bar{\alpha}} \overline{\mu_{j}}}, \quad i=1, \cdots, k \\
& \overline{\vartheta_{j}}=\frac{\bar{\mu}_{j}}{\sum_{i=1}^{k} \bar{\lambda}_{i}\left(1+\bar{\tau}_{i}\right)+\sum_{j=1}^{\bar{\alpha}} \overline{\mu_{j}}}, j=1, \cdots, \bar{\alpha} . \tag{4.23}
\end{align*}
$$

Hence $\bar{\beta}_{i} \geqq 0, i=1, \cdots, k$, and for at least one $i, \bar{\beta}_{i}>0, \bar{\vartheta}_{j} \geqq 0, j=1, \cdots, \alpha$ and $\sum_{i=1}^{k} \bar{\beta}_{i}\left(1+\bar{\tau}_{i}\right)+\sum_{j=1}^{\alpha} \bar{\vartheta}_{j}=1$. By (4.22) and (4.23), we get

$$
\begin{align*}
& \sum_{i=1}^{k} \bar{\beta}_{i}\left[\Phi\left(\bar{x}, \bar{u},\left(\nabla\left(f_{i}(\bar{u})+\bar{u}^{T} z_{i}\right)+\nabla_{p} K_{i}(\bar{u}, p), \rho_{f_{i}}\right)\right)\right. \\
& \left.+\bar{\tau}_{i} \Phi\left(\bar{x}, \bar{u},\left(-\nabla\left(g_{i}(\bar{u})+\bar{u}^{T} v_{i}\right)-\nabla_{p} G_{i}(\bar{u}, p), \rho_{g_{i}}\right)\right)\right] \\
& +\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j} \Phi\left(\bar{x}, \bar{u},\left(\nabla h\left(\bar{u}, y^{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right), \sigma_{\bar{y}^{j}}\right)\right)<0 . \tag{4.24}
\end{align*}
$$

Since $\sum_{i=1}^{k} \bar{\beta}_{i}\left(1+\bar{\tau}_{i}\right)+\sum_{j=1}^{\alpha} \bar{\vartheta}_{j}=1$ and $\Phi$ is a real-valued convex function defined on $X \times X \times R^{n+1}$, by the definition of convexity, (4.24) implies

$$
\begin{aligned}
& \Phi\left(\bar{x}, \bar{u},\left(\sum_{i=1}^{k} \bar{\beta}_{i}\left[\nabla\left(f_{i}(\bar{u})+\bar{u}^{T} z_{i}\right)-\bar{\tau}_{i} \nabla\left(g_{i}(\bar{u})+\bar{u}^{T} v_{i}\right)+\nabla_{p} K_{i}(\bar{u}, p)-\bar{\tau}_{i} \nabla_{p} G_{i}(\bar{u}, p)\right]\right.\right. \\
& \left.\left.+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j}\left[\nabla\left(h\left(\bar{u}, y^{j}\right)+\bar{u}^{T} w_{j}\right)+\nabla_{q} H\left(\bar{u}, \bar{y}^{j}, q\right)\right], \sum_{i=1}^{k} \bar{\beta}_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \bar{\beta}_{i} \tau_{i} \rho_{f_{g_{i}}}+\sum_{j=1}^{\bar{\alpha}} \bar{\vartheta}_{j} \sigma_{y^{j}}\right)\right)<0 .
\end{aligned}
$$

Then, by the first constraint of the problem $(M W D)$, the above inequality gives

$$
\begin{equation*}
\Phi\left(\bar{x}, \bar{u}\left(0, \sum_{i=1}^{k} \bar{\beta}_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \bar{\beta}_{i} \bar{\tau}_{i} \rho_{g_{i}}-\sum_{j=1}^{\alpha} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}}\right)\right)<0 \tag{4.25}
\end{equation*}
$$

By assumption, $\sum_{i=1}^{k} \bar{\lambda}_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \bar{\lambda}_{i} \bar{\tau}_{i} \rho_{g_{i}}-\sum_{j=1}^{\bar{\alpha}} \bar{\mu}_{j} \rho_{\bar{y}^{j}} \geqq 0$. Then, (4.23) yields that

$$
\begin{equation*}
\sum_{i=1}^{k} \bar{\beta}_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \bar{\beta}_{i} \bar{\tau}_{i} \rho_{g_{i}}-\sum_{j=1}^{\alpha} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}} \geqq 0 \tag{4.26}
\end{equation*}
$$

Since $\Phi(\bar{x}, \bar{u},(0, a)) \geqq 0$ for any $a \geqq 0$, (4.26) implies that the inequality

$$
\Phi\left(\bar{x}, \bar{u}\left(0, \sum_{i=1}^{k} \bar{\beta}_{i} \rho_{f_{i}}+\sum_{i=1}^{k} \bar{\beta}_{i} \bar{\tau}_{i} \rho_{g_{i}}-\sum_{j=1}^{\alpha} \bar{\vartheta}_{j} \sigma_{\bar{y}^{j}}\right)\right) \geqq 0
$$

holds, contradicting (4.25). Hence, the proof of this theorem is completed.
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