
Journal of Applied Analysis and Computation Website:http://jaac.ijournal.cn

Volume 9, Number 4, August 2019, 1393–1406 DOI:10.11948/2156-907X.20180253

GROUND STATE AND NODAL SOLUTIONS
FOR A CLASS OF BIHARMONIC EQUATIONS

WITH SINGULAR POTENTIALS∗

Hongliang Liu1, Qizhen Xiao1,†, Hongxia Shi2, Haibo Chen3

and Zhisu Liu1

Abstract In this paper, we are concerned with a class of fourth order ellip-
tic equations of Kirchhoff type with singular potentials in RN . The existence
of ground state and nodal solutions are obtained by using variational meth-
ods and properties of Hessian matric. Furthermore, the “energy doubling”
property of nodal solutions is also explored.

Keywords Biharmonic equation, ground state and nodal solution, variation-
al methods, Hessian matric, energy doubling.

MSC(2010) 35J35, 35J75, 35B33.

1. Introduction and main results

In this paper, we are interested in the existence of ground state and nodal solutions
for the following fourth order elliptic equations∆2u−

(
a+ b

∫
RN

|∇u|2dx
)

∆u+ V (x)u = |u|p−2u, in RN ,

u ∈ H2(RN ),
(1.1)

where 5 ≤ N < 8, 4 < p < 2∗ = 2N/(N − 4) with N > 4 is the Sobolev exponent,
the paraments a > 0, b ≥ 0 and the potential V (x) satisfies the following condition:

(V ) V (x) is a continuous function and satisfies

V (r) + (λ− α)
1

r4
≥ 0, lim

r→0
r4V (r) = lim

r→∞
r4V (r) = +∞,

where α > 0 is a constant, r = |x| and λ = [N2(N − 4)2]/16.
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The problem (1.1) or the more general one∆2u−
(
a+ b

∫
RN

|∇u|2dx
)

∆u+ V (x)u = f(x, u), in RN ,

u ∈ H2(RN )
(1.2)

has a strong physical meaning. Indeed, replacing RN by a bounded domain Ω ⊂ RN
and let V (x) = 0, problem (1.2) becomes the following fourth order elliptic equation
of Kirchhoff type Dirichlet problem∆2u−

(
a+ b

∫
RN

|∇u|2dx
)

∆u = f(x, u), in Ω,

u = 0, ∆u = 0, on ∂Ω,
(1.3)

which is related to the stationary analog of the evolution equation of Kirchhoff type

utt + ∆2u−
(
a+ b

∫
Ω

|∇u|2dx
)

∆u = f(x, t), (1.4)

where ∆2 is the biharmonic operator and f : Ω × R → R is locally Lipschitz
continuous. Dimensions one and two are relevant from the point of view of physics
and engineering becausse in those situations model (1.4) is considered as a good
approximation describing nonlinear vibrations of beams or plates [1, 3].

Recently, there are many works on the existence of nontrivial solutions to these
types of problems by using variational methods. For example, F. Wang et al. [16]
obtained that the problem (1.3) has a nontrivial solution by using mountain pass
techniques and the truncation method. For the problem (1.3) with b = 0, the au-
thors in [11, 19] studied the existence of multiple nontrivial solutions by applying
the mountain pass theorem and employing the Morse theory, respectively. In addi-
tion, the existence of infinitely many sign-changing solutions of the problem (1.3)
with b = 0 was obtained in [20] via the sign-changing critical point theorem. On
the other hand, F. Wang et al. [17] studied the positive solutions to the problem
(1.2) by using variational methods and truncations methods. For the problem (1.2)
with b = 0, Ye and Tang [18] considered the existence and multiplicity of solutions
by applying the mountain pass theorem when the potential is positive. Their re-
sults unify and sharply improve the results of Liu, Chen and Wu [6]. Besides, the
infinitely many solutions were obtained in [22] via the symmetric mountain pass
theorem for the problem (1.2) with b = 0 and a sign-changing potential. For other
interesting results on fourth order elliptic equations and Kirchhoff type equations,
see, for example [4, 8, 12,14,22,23] and references therein.

However, as far as we know, there seems no results on the problem (1.1) when
V (x) is a singular potential. Motivated by the above facts, the aim of this pa-
per is to consider the existence of ground state and nodal solutions for problem
(1.1). Moreover, the ”energy doubling” property of nodal solution is explored in
the present paper.

Before stating our main results, we first give some preliminaries.
As usual, we denote by Lp(RN ), 1 ≤ p < +∞ a Lebesgue space with the usual

norm

‖u‖p =

(∫
RN

|u|pdx
) 1

p
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and denote by D1,2
0 (RN ) the completion of C∞c (RN ) with respect to the norm

‖u‖D := ‖u‖D1,2
0 (RN ) =

(∫
RN

|∇u|2dx
) 1

2

.

Recall that Hardy-Rellich’s inequality implies that for all u ∈ C∞0 (RN ),∫
RN

|∆u|2dx ≥ λ
∫
RN

u2

r4
dx, (1.5)

where λ (defined in (V )) is the optimal constant and 1
r4 cannot be improved.

Let X be a weight Sobolev space which is defined as the subspace of the radially
symmetric function in the completion of C∞c (RN ) with respect to the inner product
and norm

〈u, v〉 =

∫
RN

[∆u∆v + a∇u∇v + V (r)uv] dx, ‖u‖ = 〈u, u〉 12 ,

where
∫
RN V (r)u2dx < ∞. Then X is a Hilbert space. Moreover, we have the

following compactness result.

Lemma 1.1 (Theorem 1.1, [21]). Under assumption (V ), the embedding X ↪→
Lp(RN ) is compact for 2 < p < 2∗.

Now we define a functional I on X by

I(u) =
1

2

∫
RN

[|∆u|2 + a|∇u|2 + V (r)u2]dx+
b

4

(∫
RN

|∇u|2dx
)2

− 1

p

∫
RN

|u|pdx,

(1.6)
for all u ∈ X. Under assumption (V ), it is easy to prove that the functional I is of
class C1. Consequently, the solutions of (1.1) are the critical points of I. Moreover,
we have

〈I ′(u), v〉 =

∫
RN

[∆u∆v + a∇u∇v + V (r)uv]dx (1.7)

+b

∫
RN

|∇u|2dx
∫
RN

∇u∇vdx−
∫
RN

|u|p−2uvdx. (1.8)

Notation. Throughout this paper, we denote u+ = max{u(x), 0} and u− =
min{u(x), 0}, then u = u+ + u−. For any ρ > 0 and for any z ∈ RN , Bρ(z) denotes
the ball of radius ρ centered at z. C and Ci denote various positive constants, which
may vary from line to line. N denotes the Nehari manifold

N = {u ∈ X \ {0} : 〈I ′(u), u〉 = 0} . (1.9)

Definition 1.1. If u ∈ X is a ground state solution of problem (1.1) we mean that
u is such a solution of (1.1) which has the least energy among all nontrivial solutions
of (1.1) in X. If u ∈ X is a solution of problem (1.1) with u± 6= 0, then we call
that u is a nodal solution of (1.1). Furthermore, if u is a nodal solution of problem
(1.1) with I(u) = inf{I(v) : v is the nodal solution of (1.1)}, then we call that u is
the least energy nodal solution of (1.1).

Now, we state our first main result as follows.
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Theorem 1.1. Let 5 ≤ N < 8 and suppose that condition (V ) is satisfied. Then
problem (1.1) possesses a ground state solution ū with I(ū) = c = infu∈N I(u).

To find nodal solutions for the problem (1.1), we define the set

N± :=
{
u ∈ X : u± 6= 0, 〈I ′(u), u+〉 = 0, 〈I ′(u), u−〉 = 0

}
. (1.10)

Then, the second main result of this paper is the following Theorem.

Theorem 1.2. Let 5 ≤ N < 8 and suppose that condition (V ) is satisfied. Then
problem (1.1) has a least energy nodal solution u with exactly two nodal domains,
that is, there exist t+∗ , t

−
∗ > 0 such that t+∗ u

+ + t−∗ u
−∈N± and c̄=infu∈N±

I(u)>0.

The other purpose of the present paper is to study the ”energy doubling” proper-
ty of the nodal solutions of problem (1.1), that is, the energy of each nodal solution
of (1.1) is larger than two times the energy of the ground state solution. Now, we
give the third main result of this paper as follows.

Theorem 1.3. Assume that all conditions of Theorem 1.2 hold. Then for all v ∈
N±, there exists ε > 0 such that I(v) ≥ 2c+ε. In particular, for each nodal solution
u of problem (1.1) in X, we have I(u) ≥ 2c+ ε.

Remark 1.1. The condition (V ) is due to [21] in which the authors showed that

the function V (x) is a singular potential and V (r) = | log r|
r4 satisfies condition (V ).

Here, we give the sketch of how to prove the main results. Followed the ideas
of [13], we can verify that the Nehari manifold N is a natural constraint which
ensures us to get the ground state solution. Moreover, inspired by [15], in which the
authors investigated the ”energy doubling” property of the nodal solutions of the
Schrödinger equation −∆u+ u = |u|p−2u, in R3, we get some important properties
on the set N±. These properties allow us not only to obtain the nodal solution of
the problem (1.1) but also to explore the ”energy doubling” property of the nodal
solutions. To the best of our knowledge, Theorems 1.1-1.3 seem to be the novel
results on the problem (1.1) no matter in the entire space or in bounded domains.

The remainder of this paper is organized as follows. In sections 2 − 4, we give
the proofs of the main results.

2. Proof of Theorem 1.1.

We begin this section by introducing the following variate version of the saddle
point theorem.

Lemma 2.1 (Lemma 2.1, [10]). Let X be a Banach space and M0 be a closed
subspace of the metric space M and Γ0 ⊂ C(M0, X). Define

Γ = {γ ∈ C(M,X) : γ|M0
∈ Γ0}.

If J ∈ C1(X,R) satisfies

∞ > b := inf
γ∈Γ

sup
t∈M

J(γ(t)) > a := sup
γ0∈Γ0

sup
t∈M0

J(γ0(t)),

then there exists a sequence {un} ⊂ X satisfying

J(un)→ b, ‖J ′(un)‖(1 + ‖un‖)→ 0.
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Lemma 2.2. Let 5 ≤ N < 8 and assume that the condition (V ) holds. Then for
any u ∈ X \ {0}, there exists t(u) > 0 such that t(u)u ∈ N .

Proof. Let u ∈ X \ {0} be fixed and define the function h(t) = I(tu) on [0,∞) as

h(t) = I(tu) =
t2

2
‖u‖2 +

bt4

4
‖u‖4D −

tp

p
‖u‖pp.

Obviously, we have

h′(t) = 0⇔ tu ∈ N ⇔ ‖u‖2 + bt2‖u‖4D = tp−2‖u‖pp.

Noting that 5 ≤ N < 8, it is easy to verify that h(0) = 0, h(t) > 0 for t > 0 small
and h(t) < 0 for t > 0 large. Therefore, maxt∈[0,∞) h(t) is achieved at a t0 = t(u)
so that h′(t0) = 0 and t(u)u ∈ N . The proof is completed.

Lemma 2.3. Let 5 ≤ N < 8 and assume that the condition (V ) holds. Then for
any u ∈ N , there holds I(u) ≥ I(tu) for all t ∈ [0,∞).

Proof. For u ∈ N , it follows from (1.6) that

I(u)− I(tu) =

(
1

2
− t2

2

)
‖u‖2 + b

(
1

4
− t4

4

)
‖u‖4D +

(
tp

p
− 1

p

)
‖u‖pp

=

(
1− t2

2
+
t2∗ − 1

2∗

)
‖u‖2 + b

(
1− t4

4
+
tp − 1

p

)
‖u‖4D.

It is easy to verify that

ϑ(t) :=
1− tκ

κ
+
tp − 1

p
≥ 0, ∀t ∈ [0,∞), κ = {2, 4}.

Thus, we complete the proof.
Now, we define

c1 := inf
u∈N

I(u), c2 := inf
u∈X\{0}

max
t≥0

I(tu) and c := inf
γ∈Γ

sup
0≤t≤1

I(γ(t)),

where
Γ = {γ ∈ C([0, 1], X)|γ(0) = 0, I(γ(1)) < 0}.

Lemma 2.4. Let 5 ≤ N < 8 and assume that the condition (V ) holds. Then
c1 = c2 = c > 0 and there exists a sequence {un} ⊂ X satisfying

I(un)→ c, ‖I ′(un)‖(1 + ‖un‖)→ 0. (2.1)

Proof. By the definition of N , we separate X into the following two components:

X+ := {u ∈ X|〈I ′(u), u〉 > 0} ∪ {0} and X− := {u ∈ X|〈I ′(u), u〉 < 0}.

Noting that 5 ≤ N < 8, it follows from (1.6) and (1.7) that

I(u) ≥ 1

4
〈I ′(u), u〉, u ∈ X.

This means that I(u) ≥ 0 for all u ∈ X+. Moreover, it follows from (1.6) and
Sobolev embedding inequality that X+ contains a small ball around the origin.
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Thus, any γ ∈ Γ has to cross N due to the fact that γ(0) ∈ X+ and γ(1) ∈ X−.
Therefore, we obtain that c1 ≤ c.

On the other hand, from the definition of c2, one can choose a sequence {un} ⊂
X\{0} such that

c2 ≤ max
t≥0

I(tun) < c2 +
1

n
, ∀n ∈ N. (2.2)

By Lemma 2.2 and Lemma 2.3, for u ∈ X\{0} and t large enough, we have I(tu) < 0.
Then there exist tn = t(un) > 0 and sn > tn such that

I(tnun) = max
t≥0

I(tun) and I(snun) < 0, ∀n ∈ N. (2.3)

Let γn(t) = tsnun, t ∈ [0, 1], then γn ∈ Γ. So, from (2.2) and (2.3), we have

sup
t∈[0,1]

I(γn(t)) = max
t≥0

I(tun) < c2 +
1

n
, ∀n ∈ N,

which implies that c ≤ c2.
Moreover, by Lemma 2.2 and Lemma 2.3 one can easily get that c1 = c2. Hence,

combining the above arguments, we have that c1 = c2 = c.
In order to show the second part of this lemma, we apply Lemma 2.1 with

M = [0, 1], M0 = {0, 1} and

Γ0 = {γ0 : M0 → X|γ0(0) = 0, I(γ0(1)) < 0}.

From Lemma 2.2 and Lemma 2.3, it is easy to prove that there exists r > 0 such
that

max
‖u‖≥r

I(u) = 0, inf
‖u‖=r

I(u) > 0.

Thus, we have
c ≥ inf

‖u‖=r
I(u) > 0 = sup

γ0∈Γ0

sup
t∈M0

I(γ0(t)).

So, by Lemma 2.1, there exists a sequence {un} ⊂ X satisfy (2.1). We complete
the proof.

Lemma 2.5. Let 5 ≤ N < 8 and assume that the condition (V ) holds. Then
any sequence {un} satisfying (2.1) is bounded in X. Moreover, I(u) satisfies the
(PS)−condition in X.

Proof. Let {un} ∈ X satisfying (2.1). Arguing by contradiction, we suppose that
‖un‖ → ∞ as n→∞. Noting 5 ≤ N < 8, an immediate consequence of (1.6), (1.7)
and (2.1) is that

c+ o(1)‖un‖ = I(un)− 1

4
〈I ′(un), un〉

=
1

4
‖un‖2 +

(
1

4
− 1

p

)
‖un‖pp

≥ 1

4
‖un‖2 →∞, as n→∞.

This is impossible. So, any sequence {un} satisfying (2.1) is bounded in X. There-
fore, there exist a subsequence {un} (still denotes by {un}) and u0 in X such that
un ⇀ u0 in X. Then by Lemma 1.1, we have

un → u0, in Lp(RN ). (2.4)
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Now, we prove that un → u0 in X. Let vn = un − u0, then for n sufficiently
large, it follows from (1.7) and (2.4) that

o(1) = 〈I ′(vn), vn〉
= ‖vn‖2 + b‖vn‖4D − ‖vn‖pp
≥ ‖vn‖2 − ‖vn‖pp
= ‖vn‖2 − o(1),

which means that vn → 0 as n→∞. We conclude the lemma.

Now we give the proof of Theorem 1.1. For any u ∈ N , it follows from (1.7) and
Lemma 1.1 that

0 = 〈I ′(u), u〉
= ‖u‖2 + b‖u‖4D − ‖u‖pp
≥ ‖u‖2 − ‖u‖pp
≥ ‖u‖2 − C‖u‖p. (2.5)

Recall that u 6= 0 whenever u ∈ N , then (2.5) implies that

‖u‖ ≥
(

1

C

) 1
p−2

> 0, for all u ∈ N .

Hence, any limit point of a sequence in the Nehari manifold N is not equal to zero.
Let {un} ⊂ N be such that I(un) → c1 as n → ∞, where c1 is defined in

Lemma 2.4. Following almost the same procedures as the proofs of Lemma 2.5, we
can show that {un} is bounded in X and it has a convergent subsequence, strongly
converging to u0 ∈ N . Thus, I(u0) = c1.

Set
Ψ(u) = 〈I ′(u), u〉,

then for any u ∈ N , we have

〈Ψ′(u), u〉 = (2− p)‖u‖2 + b(4− p)‖u‖4D < 0,

which means that N is a natural constraint. Therefore, I ′(u0) = 0. That is, u0 is a
ground state solution of problem (1.1). The proof is completed.

3. Proof of Theorem 1.2.

For each u ∈ N± (defined in (1.10)), we denote

g+(u) := I(u+) +
b

4
‖u+‖2D‖u−‖2D,

g−(u) := I(u−) +
b

4
‖u+‖2D‖u−‖2D,

G+(u) := 〈I ′(u), u+〉 = 〈I ′(u+), u+〉+ b‖u+‖2D‖u−‖2D = 0, (3.1)

G−(u) := 〈I ′(u), u−〉 = 〈I ′(u−), u−〉+ b‖u+‖2D‖u−‖2D = 0. (3.2)
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Then we have

g+(u) = g+(u)− 1

4
G+(u) =

1

4
‖u+‖2 +

(
1

4
− 1

p

)
‖u+‖pp, (3.3)

g−(u) = g−(u)− 1

4
G−(u) =

1

4
‖u−‖2 +

(
1

4
− 1

p

)
‖u−‖pp. (3.4)

I(u) = g+(u) + g−(u) = I(u)− 1

4
〈I ′(u), u〉. (3.5)

Furthermore, borrowing the idea from [15], we have some properties on N± which
are given by the following lemmas.

Lemma 3.1. Let 5 ≤ N < 8 and assume that condition (V ) holds. Then for each
u ∈ X with u± 6= 0, there exists a unique (tu, su) ∈ R×R with tu, su > 0 such that
tuu

+ + suu
− ∈ N± with

I(tuu
+ + suu

−) = max{I(tu+ + su−) : t, s ≥ 0},

and Hβu(tu, su) is a negative definite matrix, where Hβu(t, s) is the Hessian matrix
of βu(t, s) := I(tu+ + su−).

Proof. For u ∈ X with u± 6= 0, it can be deduced from the definition of βu(t, s)
that

βu(t, s) = I(tu+ + su−)

= I(tu+) + I(su−) +
b

2
t2s2‖u+‖2D‖u−‖2D

=
1

2
t2‖u+‖2 +

b

4
t4‖u+‖4D −

1

p
|t|p‖u+‖pp

+
1

2
s2‖u−‖2 +

b

4
s4‖u−‖4D −

1

p
|s|p‖u−‖pp +

b

2
t2s2‖u+‖2D‖u−‖2D,

which implies that βu(t, s) > 0 for t, s > 0 small and βu(t, s)→ −∞ as |(t, s)| → ∞
since 5 ≤ N < 8. Noting that βu(t, s) = βu(|t|, |s|), then there exist tu, su ≥ 0 such
that

βu(tu, su) = I(tuu
+ + suu

−) = max{I(tu+ + su−) : t, s ≥ 0},

and then we have G±(tuu
+ + suu

−) = 0, which means that tuu
+ + suu

− ∈ N±.
Now, we show that tu > 0 and su > 0. Without loss of generality, we may

assume that su = 0 since 5 ≤ N < 8. Then if s > 0 is small enough, we have

βu(tu, 0) ≥ βu(tu, s)

= βu(tu, 0) +
s2

2
‖u−‖2 + b

s4

4
‖u−‖4D −

sp

p
‖u−‖pp +

b

2
t2s2‖u+‖2D‖u−‖2D

≥ βu(tu, 0) +
s2

2
‖u−‖2 + b

s4

4
‖u−‖4D −

sp

p
‖u−‖pp

> βu(tu, 0).

Obviously, this is a contradiction. Therefore, su > 0. Similarly, we get tu > 0.
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Since tuu
+ + suu

− ∈ N±, a direct calculation shows that

Hβu(tu, su) =

A B

B C

 ,
where

A = 2bt2u‖u+‖4D − (p− 2)tp−2
u ‖u+‖pp,

B = 2btusu‖u+‖2D‖u−‖2D,

C = 2bs2
u‖u−‖4D − (p− 2)sp−2

u ‖u−‖pp.

It follows from G+(tuu
+ + suu

−) = 0 that

bt2u‖u+‖4D − tp−2
u ‖u+‖pp = −bs2

u‖u+‖2D‖u−‖2D − ‖u+‖2 < 0. (3.6)

Then
2bt2u‖u+‖4D < 2tp−2

u ‖u+‖pp < (p− 2)tp−2
u ‖u+‖pp, (3.7)

since 5 ≤ N < 8. Similarly, we have

bs2
u‖u−‖4D − tp−2

u ‖u−‖pp < 0 (3.8)

and
2bs2

u‖u−‖4D < 2sp−2
u ‖u−‖pp < (p− 2)sp−2

u ‖u−‖pp. (3.9)

Thus, (3.7) and (3.9) mean that A < 0, C < 0. From (3.6) and (3.8), one can easily
check that detHβu(tu, su) > 0, that is, Hβu(tu, su) is a negative definite matrix.

Next, we shall verify the uniqueness of (tu, su). Suppose, reasoning by con-
tradiction, that there exists another (t̄u, s̄u) with t̄u > 0 and s̄u > 0 such that
t̄uu

+ + s̄uu
− ∈ N±. Then we can prove that the Hessian matrix Hβu(t̄u, s̄u) is neg-

ative definite by the almost same procedures above. Therefore, by the properties of
Hessian matrix, (t̄u, s̄u) is a local maximum point of βu(t, s). Noting that (tu, su)
is a global maximum point, then we have βu(tu, su) ≥ βu(t̄u, s̄u) > 0.

Let

v+ = t̄uu
+, v− = s̄uu

−, t̃u =
tu
t̄u
, s̃u =

su
s̄u
. (3.10)

Then v = v+ + v− = t̄uu
+ + s̄uu

− ∈ N± and t̃uv
+ + s̃uv

− = tuu
+ + suu

− ∈ N±.
Moreover,

βv(t̃u, s̃u) = βu(tu, su) ≥ βu(t̄u, s̄u) = βv(1, 1). (3.11)

Without loss of generality, we may assume that t̃u ≥ s̃u > 0, then G+(v) = 0 and
G+(t̃uv

+ + s̃uv
−) = 0. To be precise,

‖v+‖pp = ‖v+‖2 + b‖v+‖4D + b‖v+‖2D‖v−‖2D (3.12)

and
‖v+‖2 + t̃2ub‖v+‖4D − t̃p−2

u ‖v+‖pp + bs̃2
u‖v+‖2D‖v−‖2D = 0. (3.13)

Noting t̃u ≥ s̃u > 0 and ‖v‖2D = ‖v+‖2D + ‖v−‖2D, one can easily get from (3.12)
and (3.13) that (

1− t̃p−2
u

)
‖v+‖2 +

(
t̃2u − t̃p−2

u

)
b‖v+‖2D‖v‖2D ≥ 0,
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which means that t̃u ≤ 1 since 5 ≤ N < 8 Therefore, 0 < s̃u ≤ t̃u ≤ 1.

On the other hand, using (3.3), (3.4) and (3.5), we obtain that

βv(1, 1) = I(v) = g+(v) + g−(v)

= g+(t̃uv
+ + s̃uv

−) + g−(t̃uv
+ + s̃uv

−)

+
1− (t̃u)2

4
‖v+‖2 +

(
1

4
− 1

p

)
(1− (t̃u)p)‖v+‖pp

+
1− (s̃u)2

4
‖v−‖2 +

(
1

4
− 1

p

)
(1− (s̃u)p)‖v−‖pp

= βv(t̃u, s̃u) +
1− (t̃u)2

4
‖v+‖2 +

(
1

4
− 1

p

)
(1− (t̃u)p)‖v+‖pp

+
1− (s̃u)2

4
‖v−‖2 +

(
1

4
− 1

p

)
(1− (s̃u)p)‖v−‖pp,

which together with (3.11) and 0 < s̄u ≤ t̄u ≤ 1 implies that s̄u = t̄u = 1. Then,
applying (3.10) yields that tu = t̄u and su = s̄u. i.e., (tu, su) is unique. The proof
is completed.

Lemma 3.2. For all u ∈ N±, there exists C > 0 such that ‖u±‖pp ≥ C > 0.
Furthermore, c̄ = infu∈N±

I(u) > 0.

Proof. Suppose, reasoning contradiction, that there exists {un} ⊂ N± such that
‖u+

n ‖pp → 0 or ‖u−n ‖pp → 0 as n → ∞. Without loss of generality, we may assume
that ‖u+

n ‖pp → 0 as n→∞. It follows from G+(un) = 0 that ‖un‖ → 0 as n→∞.
On the other hand, by Lemma 1.1 and G+(un) = 0 again, we have

‖u+
n ‖2 + b‖u+

n ‖4D + b‖u+
n ‖2D‖u−n ‖2D = ‖u+

n ‖pp ≤ C‖u+
n ‖p.

That is

‖u+
n ‖2 ≤ ‖u+

n ‖pp ≤ C‖u+
n ‖p,

which implies that there exists C > 0 such that ‖u+
n ‖ ≥ C since 5 ≤ N < 8. This

is a contradiction with ‖un‖ → 0 as n → ∞. Hence, there exists C > 0 such that
‖u±‖pp > C for all u ∈ N± and c > 0 follows from (3.3), (3.4) and (3.5). We
complete the proof.

Lemma 3.3. If there exists u ∈ N± such that I(u) = c̄, where c̄ is defined in Lem-
ma 3.2, then u is a critical point of problem (1.1) with exactly two nodal domains.

Proof. The proof of this lemma is almost same to the one of Lemma 2.5 in [7] see
also in [2, 5, 9]. So, we omit it here.

Remark 3.1. By a similar computation, N defined by (1.9) has the similar prop-
erties of N±.

Now we give the proof of Theorem 1.2. Let {un} ⊂ N± be a sequence such that
I(un) → c > 0 as n → ∞. Going if necessary to a subsequence, we may assume
that I(un) ≤ 2c for all n. Thus, we have

2c ≥ I(un) = I(un)− 1

4
〈I ′(un), un〉 =

1

4
‖un‖2 +

(
1

4
− 1

p

)
‖un‖pp,



Ground state and nodal solutions 1403

which implies that

‖un‖2 ≤ 8c, ‖un‖pp ≤
8p

p− 4
c.

By Lemma 3.2, there exists C > 0 such that ‖u±n ‖ ≥ C and ‖u±n ‖pp ≥ C. Moreover,
in view of Lemma 2.5 and Lemma 1.1, there exists u ∈ X such that un ⇀ u
and u±n ⇀ u± in X as n → ∞ and u±n → u± in Lp(RN ) as n → ∞. Then
u± 6= 0. It can be deduced from Lemma 3.1 that there exist t±∗ > 0 such that
t+∗ u

+ + t−∗ u
− ∈ N±. Without loss of generality, we may assume that t+∗ ≥ t−∗ > 0.

Noting that {un} ⊂ N±, then G+(un) = 0. Then by the weak lower semi-continuity
of the norm, we have

‖u+‖2 + b‖u‖2D‖u+‖2D ≤ ‖u+‖pp. (3.14)

On the other hand, it follows from t+∗ u
+ + t−∗ u

− ∈ N± that

(t+∗ )2‖u+‖2 + b(t+∗ )4‖u+‖4D + b(t+∗ )2(t−∗ )2‖u+‖2D‖u−‖2D = (t+∗ )p‖u+‖pp.

Furthermore, we have

(t+∗ )−2‖u+‖2 + b‖u‖2D‖u+‖2D ≥ (t+∗ )p−4‖u+‖pp (3.15)

since t+∗ ≥ t−∗ > 0. Combining (3.14) with (3.15) yields that(
1− 1

(t+∗ )2

)
‖u+‖2 ≤ (1− (t+∗ )p−4)‖u+‖pp,

which implies that t+∗ ≤ 1. Therefore, 0 < t−∗ ≤ t+∗ ≤ 1. Utilizing (3.3), (3.4) and
(3.5), we derive that

c ≤ I(t+∗ u
+ + t−∗ u

−)

= g+(t+∗ u
+ + t−∗ u

−) + g−(t+∗ u
+ + t−∗ u

−)

≤ g+(u) + g−(u)

≤ lim
n→∞

I(un) = c,

which shows that I(t+∗ u
+ + t−∗ u

−) = c. Therefore, by Lemma 3.3, we see that
t+∗ u

+ + t−∗ u
− ∈ N± is a critical point of I. The proof is completed.

4. Proof of Theorem 1.3

In view of Lemma 2.5, we know that any (PS)−sequence in X is bounded. To
prove Theorem 1.3, arguing by contradiction, suppose that there exists {un} ⊂
N± satisfying (2.1) such that I(un) ≤ 2c + 1

n for all n. By Lemma 1.1, up to a
subsequence, we may assume that un ⇀ u, u±n ⇀ u± in X and u±n → u± in Lp(RN )
for some 0 6= u± ∈ X as n→∞. Then by Lemma 3.2 and Lemma 1.1, there exists
C > 0 such that

lim
n→∞

‖u±n ‖pp = ‖u±‖pp ≥ C, lim inf
n→∞

‖u±n ‖2 ≥ C. (4.1)

Since 0 6= u± ∈ X as n→∞, there is C1 > 0 such that

lim inf
n→∞

‖u±n ‖2D ≥ ‖u±‖2D ≥ C1.
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Hence, for n large enough, (3.1) and (3.2) imply that

0 = 〈I ′(un), u±n 〉 = 〈I ′(u±n ), u±n 〉+ b‖u+
n ‖2D‖u−n ‖2D ≥ 〈I ′(u±n ), u±n 〉+

b

2
C2

1 .

Using Lemma 3.1 and Remark 3.1, it should be clear that there exists {t±n } such
that t±n u

±
n ∈ N with t±n > 0. Then, we have

− b
2
C2

1 ≥ 〈I ′(u+
n ), u+

n 〉

= 〈I ′(u+
n ), u+

n 〉 −
1

(t+n )4
〈I ′(t+nu+

n ), t+nu
+
n 〉

=

(
1− 1

(t+n )2

)
‖u+

n ‖2 +
(
(t+n )p−4 − 1

)
‖u+

n ‖pp,

which means that t+n ≤ t+∗ < 1 holds for some t+∗ > 0 and n large enough. Similarly,
we can get that t−n ≤ t−∗ < 1 and n large enough. Thus, by (3.3), (3.4), (3.5) and
(4.1), for n large, we have

2c+
1

n
≥ I(un) = g+(un) + g−(un)

= I(t+nu
+
n ) + I(t−n u

−
n ) +

1− (t+n )2

4
‖u+

n ‖2 +

(
1

4
− 1

p

)
(1− (t+n )p)‖u+

n ‖pp

+
1− (t−n )2

4
‖u−n ‖2 +

(
1

4
− 1

p

)
(1− (t−n )p)‖u−n ‖pp

≥ 2c+
1− (t+∗ )2

4
‖u+

n ‖2 +

(
1

4
− 1

p

)
(1− (t+∗ )p)‖u+

n ‖pp +
1− (t−∗ )2

4
‖u−n ‖2

+

(
1

4
− 1

p

)
(1− (t−∗ )p)‖u−n ‖pp

≥ 2c+ C,

which is a contradiction. Therefore, I(u) ≥ 2c+ ε. We complete the proof.
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