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INTERACTIONS OF TURING AND HOPF
BIFURCATIONS IN AN ADDITIONAL FOOD
PROVIDED DIFFUSIVE PREDATOR-PREY

MODEL∗

Xun Cao1 and Weihua Jiang1,†

Abstract Complex spatiotemporal dynamics of a diffusive predator-prey sys-
tem involving additional food supply to predator and intra-specific competition
among predator, are investigated. We establish critical conditions of the oc-
currence of Turing instability, which are necessary and sufficient. Furthermore,
we also establish conditions of the occurrence of codimension-2 Turing-Hopf
bifurcation and Turing-Turing bifurcation, by exploring interactions of Turing
bifurcations and Hopf bifurcation. For Turing-Hopf bifurcation, by analyzing
normal form truncated to order 3 which are derived by applying normal for-
m method, it is shown that under proper conditions, diffusive predator-prey
system generates interesting spatial, temporal and spatiotemporal patterns,
including a pair of spatially inhomogeneous steady states, a spatially homoge-
neous periodic solution and a pair of spatially inhomogeneous periodic solu-
tions. And numerical simulations are also shown to support theory analysis.
Moreover, it is found that proper intra-specific competition among predator
helps generate complex spatiotemporal dynamics. And, proper additional food
supply to predator helps control the population fluctuations of predator and
prey, while large quantity and high quality of additional food supply will lead
to the extinction of prey and make predator change the source of food, which
finally destroy the ecosystem. These investigations might help understand
complex spatiotemporal dynamics of predator-prey system involving addition-
al food supply to predator and intra-specific competition among predator, and
help conserve species in an ecosystem via supplying suitable additional food.

Keywords Diffusive predator-prey system, Turing instability, Turing-Hopf
bifurcation, spatiotemporal patterns, additional food supply.
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1. Introduction

A functional response in ecology which is the intake rate of a consumer as a function
of food density, has relation to the numerical response which is the reproduction
rate of a consumer, see Holling [17]. That is to say, functional responses describe
conflicts between predator and prey. Actually, competition for limited resources,
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such as food, water, habitat, mates or any other resource which is required for
survival, always exists among predator in the real world. Therefore, it is essential
and practical to introduce intra-specific competition among predator into predator-
prey systems, in order to better understand dynamics of natural populations for
predator and prey.

By introducing intra-specific competition among predator, Bazykin et al. [2]
investigated following predator-prey model,

dx

dt
= rx

(
1− x

K

)
− mxy

ax+ c
,

dy

dt
=

emxy

ax+ c
− dy − hy2,

(1.1)

where x and y represent population numbers of prey and predator, respectively.
Later, by modifying functional response function in system (1.1), Pal et al. [23] and
Sarwardi et al. [27] investigated global stability and Hopf bifurcation for delayed
predator-prey systems with Holling type III response function and Beddington-
DeAngelis response function, respectively. Furthermore, Camara et al. [3] and Guin
et al. [13] investigated spatiotemporal patterns of diffusive predator-prey systems
with ratio-dependent functional response respectively, by introducing diffusion into
system (1.1). And, it was found that intra-specific competition among predator is
one of the most convincing mechanisms for the spontaneous generation of patterns in
a homogeneous environment. For more information about intra-specific competition
among predator, see [3, 16,23,27,28,42].

What’s more, supplying additional food for predator has been certified effec-
tive in controlling the populations of predator and prey, which plays a significant
role in biological control. And in recent years, many experimentalists and theoreti-
cians have concentrated on investigating dynamics of predator-prey models with
additional food supply to predator. Incorporating habitat complexity, additional
food supply and time delay, Sahoo and Poria [24] proposed following predator-prey
system 

dx

dt
= r

(
1− x

k

)
− a(1− c)xy

1 + αξ + a(1− c)hx
,

dy

dt
=
θa(1− c)(x(t− τ) + ξ)y(t− τ)

1 + αξ + a(1− c)hx(t− τ)
− dy,

(1.2)

where α reflects the quality of additional food, and ξ represents the quantity of ad-
ditional food. They investigated stability of coexistence equilibrium and bifurcated
periodic solutions, and bifurcation direction of Hopf bifurcation applying normal
form method, where time delay τ is the bifurcation parameter. And, they found
that additional food supply could control the fluctuations of population size.

Moreover, Ghorai and Poria [11] discussed spatiotemporal patterns of system
(1.2) with diffusion and without habitat complexity, by investigating Hopf bifurca-
tion and Turing bifurcation. Especially, it was demonstrated that spatiotemporal
chaos can be controlled by supplying suitable additional food to predator, which is
helpful for understanding complex spatiotemporal dynamics of population dynam-
ical models in presence of additional food. See [4, 6, 10, 20, 24–26, 29, 32] for more
information.

Since intra-specific competition and additional food supply both have influence
on dynamics of predator-prey systems, then comes a question that whether supply-
ing additional food to predator will help a predator-prey system with intra-specific
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competition among predator generate new interesting dynamics. Taking into ac-
count the joint effects of Holling type II functional response, diffusion which reflects
the facts that the distribution of species is generally spatially heterogeneous and
therefore the species will migrate toward regions of lower population density to
improve the possibility of survival, additional food and intra-specific competition
among predator, as well as habitat complexity which reduces the probability of cap-
turing a prey by reducing the searching efficiency of predator and affects the attack
coefficient, we have following diffusive predator-prey system,

∂u

∂t
− d1∆u = ru

(
1− u

K

)
− a(1− c)uv

1 + αξ + a(1− c)hu
, x ∈ Ω, t > 0,

∂v

∂t
− d2∆v =

θa(1− c)(u+ ξ)v

1 + αξ + a(1− c)hu
− dv − gv2, x ∈ Ω, t > 0,

∂u

∂ν
=
∂v

∂ν
= 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω,

(1.3)

where u(x, t) and v(x, t) stand for the densities of prey and predator at location
x ∈ Ω and time t ≥ 0, respectively. And domain Ω with smooth boundary ∂Ω,
is bounded in R. ν is the outward unit normal vector of boundary ∂Ω. The ho-
mogeneous Neumann boundary conditions indicate that predator-prey system is
self-contained with zero population flux across the boundary. The positive con-
stants d1 and d2 are diffusion coefficients, and the initial functions u0(x) and v0(x)
are non-negative continuous functions. Moreover, K is the carrying capacity of
the prey in ecosystem; θ (0 < θ < 1) is the conversion efficiency of prey into the
predator; a(1 − c) is the attack coefficient, where c (0 < c < 1) is a dimension less
parameter, which measures the degree or strength of habitat complexity; h is the
handling time per food item; α represents the quality of additional food; ξ measures
the quantity of additional food; r reflects prey intrinsic growth rate; d stands for
predator death rate; g means predator interspecies competition. What’s more, all
parameters are positive, see [16,25] to understand the meanings of these parameters
in detail.

Since diffusive predator-prey systems with additional food supply or with intra-
specific competition could produce complex temporal patterns and spatial patterns,
we would like to know whether diffusive predator-prey system involving these two
factors could generate more interesting and more complex spatiotemporal dynamics,
like spatiotemporal patterns with spatial period and temporal period. Based on this
idea, we explore spatiotemporal dynamics of diffusive system (1.3), by investigating
codimension-2 Turing-Hopf bifurcation induced by interactions of Turing bifurcation
and Hopf bifurcation.

It is worth noting that, codimension-2 bifurcations like Bogdanov-Takens bifur-
cation and fold-Hopf bifurcation, can induce complex dynamics, see [19, 22, 35, 44].
Similarly, codimension-2 Turing-Hopf bifurcation could also induce abundant in-
teresting spatiotemporal patterns, which are frequently utilized to explain spa-
tiotemporal phenomena in chemical reaction models, epidemic models, competition-
cooperation models and predator-prey models, see [1,3,5,7,21,33,34,36,41,43]. And,
these complex spatiotemporal phenomena, like spatially inhomogeneous periodic so-
lutions, might not be explained by Turing bifurcation and Hopf bifurcation. More-
over, these spatiotemporal phenomena with temporal period and spatial period are
common in the real world. Therefore, it is necessary to investigate Turing-Hopf bi-
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furcation and corresponding spatiotemporal dynamics, in order to better understand
the mechanisms of the formation of some complex spatiotemporal patterns and to
reveal some complex spatiotemporal phenomena. Ordinarily, normal form method
is efficient in exploring dynamics of differential systems, see [8,9,14,15,31,38]. And
given that it is absolutely not easy to calculate normal forms, Jiang et al. [18] and
Song et al. [30] recently derived several concise formulas of computing normal form-
s for partial functional differential equations and partial differential equations at
Turing-Hopf singularity of codimension 2, respectively. Especially, these formulas
can help one calculate normal forms more easily. Moreover, utilizing normal form
method, Yang et al. [41], Xu et al. [39] and Song et al. [30] explored dynamic-
s of diffusive predator-prey systems near Turing-Hopf singularity, respectively. It
was found that diffusive systems generate numerous interesting multiple spatial,
temporal and multiple spatiotemporal patterns through Turing-Hopf bifurcation.

Taking into account the joint effects of several factors, we investigate spatiotem-
poral dynamics of diffusive predator-prey system (1.3) involving additional food
supply to predator and intra-specific competition among predator. By discussing
characteristic equations of diffusive predator-prey system (1.3), we maximize pa-
rameter region for the stability of coexistence equilibrium, of which the boundary
consists of Turing bifurcation curves and Hopf bifurcation curve. Meanwhile, we es-
tablish critical conditions of the occurrence of Turing instability, which are necessary
and sufficient. Because that these critical conditions depend on spatial wave num-
bers, they could help determine spatial wavelength for a spatially inhomogeneous
solution. Furthermore, by considering interactions of Turing bifurcations and Hopf
bifurcation, we establish conditions of the occurrence of codimension-2 Turing-Hopf
bifurcation and Turing-Turing bifurcation. For Turing-Hopf bifurcation, by analyz-
ing normal form truncated to order 3, which is derived by applying normal form
method [8] and concise formulas developed by Jiang et al. [18], we present bifur-
cation set and corresponding phase portraits for normal form restricted on center
manifold at Turing-Hopf singularity. And, we find that system exhibits spatial,
temporal and spatiotemporal patterns, like stable spatially homogeneous periodic
solution, a pair of spatially inhomogeneous steady states and a pair of spatially in-
homogeneous periodic solutions. Numerical simulations, including bistable pattern
that a pair of spatially inhomogeneous periodic solutions coexist, are also shown
to support theory analysis. Moreover, it is found that proper intra-specific com-
petition among predator induces complex patterns which could be used to explain
complex natural phenomena, while little intra-specific competition among predator
and much intra-specific competition among predator will lead to the loss of com-
plexity in the ecosystem. And, proper additional food supply to predator helps
control spatiotemporal chaos and protect the ecosystem, while large quantity and
high quality of additional food supply to predator brings a fatal strike to the ecosys-
tem.

This paper is organized as follows. In Section 2, we establish conditions of
the occurrence of Turing-Hopf bifurcation, Turing-Turing bifurcation, and maxi-
mize parameter region of the stability of coexistence equilibrium. Moreover, we
also determine the critical Turing bifurcation curve and Turing instability curve
in parameter plane. Then in Section 3, normal form up to order 3 of diffusive
predator-prey system at Turing-Hopf singularity of codimension 2, is derived. Next
in Section 4, by analyzing the normal form truncated to order 3, it is found that
diffusive predator-prey system exhibits spatial, temporal and spatiotemporal dy-
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namics. And, numerical simulations are shown to support theory analysis. Some
discussions are also presented in this section. At last, conclusions are in Section 5.

2. Interactions of Turing bifurcations and Hopf bi-
furcation

Firstly, for the sake of convenience, we denote

η =
a(1− c)
r(1 + αξ)

, β =
a(1− c)h

1 + αξ
, γ =

θa(1− c)
1 + αξ

.

Then, system (1.3) is simplified as follows,

∂u

∂t
− d1∆u = ru

(
1− u

K
− ηv

1 + βu

)
, x ∈ Ω, t > 0,

∂v

∂t
− d2∆v =

γ(u+ ξ)v

1 + βu
− dv − gv2, x ∈ Ω, t > 0,

∂u

∂ν
=
∂v

∂ν
= 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω.

(2.1)

For system (2.1), E0 = (0, 0) and E1 = (K, 0) are always boundary equilibria,

while E2 =
(

0, γξ−dg

)
is a boundary equilibrium for γξ − d > 0. However, we have

great interest in dynamics near interior equilibria. Suppose that one of interior equi-
libria, if they exist, is denoted as E∗ = (u∗, v∗), where u∗, v∗ are positive constants.
Then, u∗, v∗ satisfy following algebraic equations,

1− u

K
− ηv

1 + βu
= 0,

γ(u+ ξ)

1 + βu
− d− gv = 0.

And, we derive following equivalent cubic equation, which u∗ ∈ (0,K) satisfies,

h(u) := u3β2g+u2β(2−Kβ)g+u (ηK(γ − dβ) + (1− 2Kβ)g)−K(ηd+g−ηγξ) = 0.

If and only if h(u) = 0 has a positive root belonging to (0,K), system (2.1) has
a positive constant equilibrium E∗. Actually, system (2.1) might have more than
one positive equilibrium, considering that h(u) is a cubic equation. Firstly, we
numerically explore the number of positive equilibria of system (2.1) when system
parameters vary. Similar to the work of Zhang et al. [45], we choose K = 50, η =
1, β = 0.8, γ = 0.4, d = 0.2, l = 1 and ξ = 0.1, ξ = 0.7, ξ = 0.9 respectively,
and further choose g as bifurcation parameter, then we have following equilibrium
bifurcation diagram Fig 1.

As shown in Fig 1, for different combinations of parameters ξ, g, system (2.1)
could have no positive equilibrium, one positive equilibrium, two positive equilibria
or three positive equilibria. Specifically, according to the blue curve in Fig 1, for
ξ = 0.1, system (2.1) has one positive equilibrium when g < g1 = 0.0264 or g >
g2 = 0.0517, two when g = g1 or g = g2, and three when g1 < g < g2. And at
critical values g = g1 or g = g2, saddle-node bifurcation occurs. For ξ = 0.7, system
(2.1) has no positive equilibrium when g < g1 = 0.0275, one when g > g2 = 0.104
or g = g1, two when g1 < g < g0 = 0.080 or g = g2, and three when g0 < g < g2,
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Figure 1. Equilibrium bifurcation: K = 50, η = 1, β = 0.8, γ = 0.4, d = 0.2, l = 1 and
ξ = 0.1, ξ = 0.7, ξ = 0.9 respectively. And, g is bifurcation parameter. System (2.1) might have
no positive equilibrium, one positive equilibrium, two positive equilibria or three positive equilibria,
depending on different combinations of parameters ξ, g.

according to the green curve in Fig 1. Also, saddle-node bifurcation occurs at
g = g1 or g = g2. As for ξ = 0.9, system (2.1) has no positive equilibrium when
g < g1 = 0.0279, one when g = g1 or g > g0 = 0.160, and two when g1 < g < g0, as
shown by the red curve in Fig 1. At critical value g = g1, saddle-node bifurcation
occurs.

And, it is hard to provide some concise conditions to determine the exact number
of positive equilibria. So in the following, we only establish the conditions of the
existence of positive equilibria. And, we conclude that if

(H1) (ηd+ g − ηγξ) (γ(K + ξ)− d(1 +Kβ)) > 0,

system (2.1) has a positive constant equilibrium E∗, where u∗ ∈ (0,K) and v∗ =
(K−u∗)(1+βu∗)

ηK > 0.

Thus, the linearized system of (2.1) at interior equilibrium E∗ is
∂u

∂t
− d1∆u = rα1(u− u∗)− rβ1(v − v∗),

∂v

∂t
− d2∆v = α2(u− u∗)− β2(v − v∗),

(2.2)

where

α1 =u∗

(
ηβv∗

(1 + βu∗)2
− 1

K

)
, β1 =

ηu∗
1 + βu∗

> 0,

α2 =
γv∗(1− βξ)
(1 + βu∗)2

, β2 =gv∗ > 0.

(2.3)

Let Ω = (0, lπ), l > 0. Then, system (2.2) could be written as an abstract differential
equation in the phase space X of the formut

vt

 = L

u
v

 := D

uxx
vxx

+ J

u
v

 , (2.4)
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where X is the real-valued Sobolev space,

X :=

{
(u, v)T ∈

(
W 2,2(0, lπ)

)2
,
∂u

∂x
|x=0, lπ =

∂v

∂x
|x=0, lπ = 0

}
,

which becomes a Hilbert space when we define the following inner product,

[U1, U2] =

∫ lπ

0

(u1u2 + v1v2)dx, U1 = (u1, v1)T ∈ X,U2 = (u2, v2)T ∈ X.

Moreover,

D =

d1 0

0 d2

 , J =

rα1 −rβ1

α2 −β2

 .

Hence, characteristic equations of system (2.4) are

∆k(λ) := λ2 − T (k)λ+D(k) = 0, k ∈ N0 , N ∪ {0}, (2.5)

where N is the natural set, and

T (k) := rα1 − β2 − (d1 + d2)
k2

l2
,

D(k) := r(α2β1 − α1β2)− (d2rα1 − d1β2)
k2

l2
+ d1d2

k4

l4
.

Here are some important results, which we need in later discussions.

Lemma 2.1. Assume that (H1) holds. If α1 > 0 and

(H2) Θ := α2β1 − α1β2 > 0,

Hopf bifurcation occurs for system (2.1) at E∗ when r = r0, where

r0 :=
β2

α1
. (2.6)

Proof. As we know, if T (0) = 0 and D(0) > 0, characteristic equation (2.5) has a
pair of pure imaginary roots. And considering that (H2) holds, D(0) > 0 is obvious.
Then let T (0) = 0, that is, rα1 − β2 = 0, and we derive

r = r0 :=
β2

α1
, for α1 > 0.

Moreover, let λ(r) = α(r) ± iω(r) be a pair of complex roots of characteristic
equation (2.5) when r is near r0, then

α(r) =
T (0)

2
, ω(r) =

√
D2(0)− 4T (0),

with α(r0) = 0 and ω(r0) > 0. Furthermore, we have

dα(r)

dr
|r=r0 =

α1

2
> 0,
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which indicates that transversality condition holds. Thus according to Poincarè-
Andronov-Hopf Bifurcation Theorem [37], system (2.1) undergoes Hopf bifurcation
as r crosses through r0.

Then, we investigate interactions of Turing bifurcation and Hopf bifurcation,
that is, the existence of Turing-Hopf bifurcation under the assumption (H1). As
we know, if there exist a positive integer k1 and a nonnegative integer k2 such that
∆k1(λ) = 0 has a simple zero root and ∆k2(λ) = 0 has a pair of pure imaginary
roots, and other roots of equations (2.5) have non-zero real part, and the transver-
sality conditions hold, then we call the codimension-2 bifurcation as a (k1, k2)-mode
Turing-Hopf bifurcation, see [18].

Actually, we discusses the existence of Turing-Hopf bifurcation, from a geo-
metric point of view. We regard codimension-2 Turing-Hopf bifurcation point as
the intersection of codimension-1 Turing bifurcation curve and codimension-1 Hopf
bifurcation curve in parameter plane. And, we have following conclusions.

Theorem 2.1. Assume (H1) holds. We have following results:

1. If (H2) holds and α1 > 0, system (2.1) undergoes Hopf bifurcation at r = r0;
Otherwise if α1 ≤ 0, system (2.1) doesn’t exhibit Hopf bifurcation.

2. If Θ < 0 or α1 > 0, system (2.1) undergoes Turing bifurcation at r = rk(d2)

for α1d2
k2

l2 −Θ > 0, k ∈ N; Otherwise, system doesn’t exhibit Turing bifurca-
tion.

3. If (H2) holds, α1 > 0 and d1 < β2l
2, system (2.1) exhibits (k, 0)-mode Turing-

Hopf bifurcation at (u∗, v∗) when (d2, r) = (d∗k, r0) , 1 ≤ k ≤ k∗ :=
⌈√

β2

d1
l
⌉
−1,

where d·e stands for the ceiling function; Otherwise, Turing-Hopf bifurcation
doesn’t occur for system (2.1), where

rk(d2) :=
d1

(
β2 + d2

k2

l2

)
k2

l2

−Θ + α1d2
k2

l2

, k ∈ N,

d∗k =
β2

(
Θ + α1d1

k2

l2

)
α1

(
β2 − d1

k2

l2

)
k2

l2

, k ∈ [1, k∗].

Proof.

1. According to Lemma 2.1, the conclusion is obvious. Then ∆0(λ) = 0 has a
pair of simple pure imaginary roots at r = r0, which is denoted as H0 in d2-r
plane, that is

H0 : r = r0.

Actually, H0 is Hopf bifurcation curve in d2-r plane.
However, if α1 ≤ 0, then

T (k) := rα1 − β2 − (d1 + d2)
k2

l2
< 0, ∀k ∈ N0,

thus Hopf bifurcation doesn’t occur for diffusive system (2.1), which indicates
that system (2.1) doesn’t exhibit Turing-Hopf bifurcation.
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2. Let ∆k(0) = 0, k ∈ N, then

rΘ− (d2rα1 − d1β2)
k2

l2
+ d1d2

k4

l4
= 0.

Thus we derive

r = rk(d2) :=
d1

(
β2 + d2

k2

l2

)
k2

l2

α1d2
k2

l2 −Θ
, k ∈ N. (2.7)

Hence, if Θ < 0 or α1 > 0, then rk(d2) > 0 for proper parameters. Hence,
system (2.1) undergoes Turing bifurcation at r = rk(d2). Otherwise, if Θ > 0
and α1 < 0, then rk < 0. Therefore, system (2.1) doesn’t exhibit Turing
bifurcation, which indicates that system (2.1) doesn’t undergo Turing-Hopf
bifurcation.

3. A direct calculation yields,

drk(d2)

dd2
= −

d1α2β1
k4

l4(
α1d2

k2

l2 −Θ
)2 < 0, for α2 > 0, (2.8)

which indicates that rk(d2) monotonically decreases in d2. Actually, α2 > 0
is obvious, for Θ > 0 and α1 > 0.
And, Turing bifurcation curve in d2-r plane is denoted as Lk, where

Lk : r = rk(d2), d2 > d2,k :=
Θl2

α1k2
, k ∈ N.

According to equation (2.7), we need d2 > d2,k, k ∈ N to guarantee the
positivity of rk(d2).

Furthermore, we have lim
d2→∞

rk(d2) = d1k
2

α1l2
. If d1

α1l2
≥ r0, then rk(d2) >

r0,∀k ∈ N for d2 > d2,k, considering the monotonicity of rk(d2). Then,
Turing bifurcation curve doesn’t intersect with Hopf bifurcation curve, which
indicates that system doesn’t undergo Turing-Hopf bifurcation.

And lim
d2→∞

rk(d2) = d1k
2

α1l2
< r0 when k ≤ k∗ =

⌈√
β2

d1
l
⌉
− 1, where d·e is the

ceiling function, and rk(d2) > r0 for small enough d2 > d2,k, k ∈ N. Therefore,
there exists a d∗2 satisfying rk (d∗2) = r0. Moreover, k∗ ≥ 1, since d1 < β2l

2

which indicates that lim
d2→∞

r1(d2) < r0. Thus, the intersection (d∗k, r0) of H0

and Lk exists for 1 ≤ k ≤ k∗. Moreover, according to equation (2.8), rk(d2)
is monotonically decreasing in d2, which indicates that there exists a unique
intersection between Lk andH0 for each k ∈ [1, k∗]. And we denote the unique
intersection of H0 and Lk by (d∗k, r0), where

d∗k =
β2

(
Θ + α1d1

k2

l2

)
α1

(
β2 − d1

k2

l2

)
k2

l2

. (2.9)

To ensure d∗k > 0, we need β2 − d1
k2

l2 > 0, i.e. k ≤ k∗. Then d∗k > 0, r∗k > 0
for 1 ≤ k ≤ k∗.
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Moreover, assume λ1(r) = α1(r) + iβ1(r) with α1(r0) = 0, β1(r0) = ω > 0,
and λ2(r) = α2(r) + iβ2(r) with α2 (rk(d2)) = 0, β2 (rk(d2)) = 0, then the
transversality conditions are as follows:

d<(λ1(r))

dr
|r=r0 =

α1

2
> 0,

d<(λ2(r))

dr
|r=rk(d2) =

−2Θ + 3α1d2
k2

l2

−T (k)
>

Θ

−T (k)
> 0, for 0 < r < r0,

where <(z) stands for the real part of complex number z.

Then, the conclusions follow.

What’s more, let lk = drk(d2)
dd2

< 0, then

dlk
dk

=
−4d1α2β1(α1β2 − α2β1)k

3

l4(
α1β2 − α2β1 + α1d2

k2

l2

)3 > 0,

dlk
dd2

=
2d1α2β1α1

k6

l6(
α1β2 − α2β1 + α1d2

k2

l2

)3 > 0, d2 > d2,k,

which means that lk monotonically increases in k and d2, that is, the slope of curve
Lk monotonically increases as k increases in turn.

Similarly, we have following conclusion of the interactions of Turing bifurcation-
s, that is, codimension-2 Turing-Turing bifurcation. As we know, Turing-Turing
bifurcation is degenerated Turing bifurcation. And Turing-Turing bifurcation point
could also be regarded as the intersection of two Turing bifurcation curves Lk with
different wave numbers n and n0, see [40,41].

Theorem 2.2. Assume that (H1) and (H2) hold. If α1 > 0, system (2.1) under-
goes codimension-2 (i, j)-mode Turing-Turing bifurcation at (u∗, v∗) when (d2, r) =(
d∗i,j , r

∗
i,j

)
, where

d∗i,j =
Θr∗i,j + β2d1

i2

l2

i2

l2

(
α1r∗i,j − d1

i2

l2

) > 0, i, j ∈ N,

r∗i,j =
d1Θ

(
i2 + j2

)
+ d1

√
Θ2 (i2 + j2)

2
+ 4β2

2i
2j2α1Θ

2α1Θl2
> 0.

Proof. Here, we prove this theorem in two steps.

1. For i, j ∈ N, let j > i, then Turing curve Lj intersects with curve Li in the
first quadrant in d2-r plane. Firstly, we have

lim
d2→∞

rk(d2) =
d1k

2

α1l2
,

obviously lim
d2→∞

rk(d2) > 0 monotonically increases in k, thus there exists a

large enough d∗2 > 0 satisfying rk (d∗2) > 0 monotonically increases in k, i.e.
rj (d∗2) > ri (d∗2). Moreover, rk(d2) ≥ 0 for d > d2,k. Therefore, d2,j < d2,i.
Thus, there exists a small enough ε satisfying ri (d2,i + ε) > rj (d2,i + ε).
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Define function d(d2) = rj(d2) − ri(d2) with the domain being [d2,i + ε, d∗2],
then d (d2,i + ε) = rj (d2,i + ε)− ri(d2,i+ ε) < 0, d (d∗2) = rj (d∗2)− ri (d∗2) > 0.
According to Intermediate Value Theorem, there is a d∗ij satisfying d

(
d∗ij
)

= 0,

i.e. rj
(
d∗ij
)

= ri
(
d∗ij
)
. And we easily obtain r∗ij = rj

(
d∗ij
)
.

2. There is only one intersection. We consider the monotonicity of d(d2) =
rj(d2)− ri(d2), thus

dd(d2)

dd2
=

drj(d2)

dd2
− dri(d2)

dd2
= lj − li > 0, for d2 ∈ [d2,i + ε, d∗2],

since lk monotonically increases in k. Therefore, there exists a unique d∗ij
satisfying d

(
d∗ij
)
=0, that is, there is only one intersection between Lj and Li.

Therefore, the unique intersection between Li and Lj is denoted as
(
d∗i,j , r

∗
i,j

)
, where

r∗i,j satisfies following equation

α1Θ

(
rl2

d1

)2

−Θ
(
i2 + j2

) rl2
d1
− β2i

2j2 = 0.

Thus, we obtain a negative root which should be abandoned, and a positive root

r∗i,j =
d1Θ

(
i2 + j2

)
+ d1

√
Θ2 (i2 + j2)

2
+ 4β2i2j2α1Θ

2α1Θl2
> 0.

And substituting r∗i,j into ∆j(0) = 0, we attain d∗i,j . Therefore, system (2.1) under-

goes (i, j)-mode Turing-Turing bifurcation at
(
d∗i,j , r

∗
i,j

)
.

However, we are more interested in some special Turing-Hopf bifurcation point
and Turing-Turing bifurcation points, with the remaining eigenvalues having neg-
ative real parts. We firstly determine the unique special Turing-Hopf bifurcation
point.

Theorem 2.3. If (H1) and (H2) hold, α1 > 0 and d1 < β2l
2, system (2.1) un-

dergoes (k∗0 , 0)-mode Turing-Hopf bifurcation, with real parts of all roots of charac-
teristic equations (2.5) being negative except a simple zero root and a pair of pure

imaginary roots, only when (d2, r) =
(
d∗k∗0

, r0

)
, where

k∗0 = min {l : d∗l = min d∗k, k ∈ [1, k∗]} .

Proof. In order to determine the unique special Turing-Hopf bifurcation point,
we calculate the derivation of d∗k in k,

dd∗k
dk

=
2β2

k2

l2

(
α1d

2
1
k4

l4 + 2Θd1
k2

l2 −Θβ2

)
α1

k3

l2

(
β2 − d1

k2

l2

)2 .

And, we need to determine the sign of
dd∗k
dk . Obviously,

dd∗k
dk has the same sign with

ϕ
(
k2

l2

)
= α1d

2
1

(
k2

l2

)2

+ 2Θd1
k2

l2 −Θβ2, since α1, β2 are positive. Next, we focus on

discussing the sign of ϕ
(
k2

l2

)
. Let ϕ(x) = α1d

2
1x

2 + 2Θd1x − Θβ2 for x ≥ 0, and
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lim
x→0+

ϕ(0) = −Θβ2 < 0, lim
x→+∞

ϕ(x) = +∞. Thus, there exists a unique positive x∗

satisfying ϕ(x∗) = 0, and ϕ(x) is negative in interval [0, x∗). We denote

k0
m := b

√
x∗lc =

√−Θ +
√

Θ2 + α1β2Θ

α1d1
l

 ,
where b·c is the floor function. And for km = max

{
1,min

{
k0
m, k

∗}}, d∗k mono-
tonically decreases in interval [1, km] for km > 1, and monotonically increases in
interval [km + 1, k∗] for km + 1 < k∗ in k.

We also denote

k∗0 =


1, if km = 1;

k∗, if km = k∗;

km, if d∗km < d∗km+1, k
∗ > km > 1;

km + 1, if d∗km > d∗km+1, k
∗ > km > 1.

Then for k∗0 given above, we know that dk∗0 = min
1≤k≤k∗

{dk}.

Actually, reaction-diffusion system (2.1) undergoes Turing-Turing-Hopf bifur-
cation which is a codimension-3 bifurcation, when d∗km = d∗km+1. And we won’t
consider this kind of bifurcation for the time being.

Thus, the Hopf bifurcation curve H0 intersects with Turing bifurcation curve
Lk∗0 at

(
dk∗0 , r0

)
, which is the (k∗0 , 0)-mode Turing-Hopf bifurcation point, with real

parts of the remaining roots of ∆k(λ) = 0 (k 6= k1, k2) being negative.
Moreover, the transversality conditions are obvious, according to Theorem 2.1.

So, we prove the theorem.
However, it is difficult to determine these special Turing-Turing points which we

have great interest in. But, we claim that these special points locate on boundary of
parameter region of the stability for coexistence equilibrium. Next, we would like to
make further efforts to determine parameter region of the stability for coexistence
equilibrium and critical curve of Turing instability which makes up right boundary
of the parameter region.

To determine the maximal parameter region of the stability for coexistence e-
quilibrium, we firstly give following lemmas.

Lemma 2.2. Assume (H1) and (H2) hold, and k∗0 ≥ 2. For 1 ≤ i, j ≤ k∗0 , Li and
Lj intersect when r < r0, that is, the intersection of Turing bifurcation curves Li
and Lj is below the Hopf bifurcation curve H0.

Proof. We prove this lemma by the contradictory. Assume that the intersection(
d∗i,j , r

∗
i,j

)
is above curve H0 in d2-r plane. Let j > i ≥ 1, then d∗i,j < d∗j < d∗i .

Based on Newton-Leibniz Formula, we derive

r0 − r∗i,j =

∫ d∗j

d∗i,j

ljdd2 =

∫ d∗i

d∗i,j

lidd2 =

∫ d∗j

d∗i,j

lidd2 +

∫ d∗i

d∗j

lidd2,

which is contradictory since li < lj < 0 for all d2 ∈
(
d∗i,j , d

∗
j

)
, and d∗i > d∗j because

d∗k decreases in k.

Lemma 2.3. Assume (H1) and (H2) hold. For i, j ≥ k∗0 , Li and Lj intersect when
r > r0, that is, the intersection of Turing bifurcation curves Li and Lj is above the
Hopf bifurcation curve H0.
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Proof. Let i < j. We firstly prove that there is an intersection above H0 between
Li and Lj , applying Intermediate Value Theorem. Since the proof is similar to proof
of Theorem 2.2, we omit it here.

Then, the intersection is above curve H0, considering the uniqueness of inter-
section between Li and Lj .

Based on Lemma 2.2 and 2.3, we have following conclusion.

Theorem 2.4. Assume (H1) and (H2) hold. If α1 > 0 and d1 < β1l
2, the coexis-

tence equilibrium E∗ is stable for (d2, r) ∈ U , where

U =
{

(d2, r)|0 < r < r0, if 0 < d2 ≤ d∗k∗0 , and 0 < r < rT , if d2 > d∗k∗0

}
,

with

T : rT =

{
rk, if d∗k,k+1 < d2 ≤ d∗k−1,k, k > 1,

r1, if d2 > d∗1,2, k = 1,

and d∗k−1,k, k ≥ 2 is the intersection of Turing bifurcation curves Lk−1 and Lk.
Moreover, T is the critical curve. Diffusive system (2.1) undergoes Turing bifurca-
tion for the first time, when bifurcation parameter point (d2, r) crosses through T
in d2-r plane. Furthermore, the part of curve T , which is below H0, is also called
the critical Turing instability curve (see Figure 2).

Proof. According to Lemma 2.3, the curve Lk is above the curve Lk∗0 for k ≥ k∗0 ,
since they don’t intersect below Hopf bifurcation curve H0. And there is a unique
intersection

(
d∗i,j , r

∗
i,j

)
between curves Li and Lj for j > i. According to Theorem

2.2,

r∗i,j =
d1Θ

(
i2 + j2

)
+ d1

√
Θ2 (i2 + j2)

2
+ 4β2

2i
2j2α1Θ

2α1Θl2
.

Then, a direct calculation yields,

dr∗i,j
di

> 0,
dr∗i,j
dj

> 0,

which represents that r∗i,j monotonously increases in i, j, respectively.
Moreover, d∗i,j monotonically decreases in i, j respectively, given the monotonic-

ity of rk(d2) in d2.
Therefore, d∗k,k+1 < d∗k−1,k+1 < d∗k−1,k and r∗k,k+1 > r∗k−1,k+1 > r∗k−1,k for k > 1.

Thus, bifurcation curves Lk−1, Lk+1 and bifurcation point
(
d∗k−1,k+1, r

∗
k−1,k+1

)
are

above bifurcation curve Lk, when d2 ∈
(
d∗k,k+1, d

∗
k−1,k

)
.

Then, the coexistence equilibrium is stable for 0 < d2 ≤ d∗k∗0
, 0 < r < r0,

since bifurcation parameter point (d2, r) doesn’t cross through the Hopf bifurcation
curve H0; analogously, bifurcation parameter point (d2, r) doesn’t cross through the
Turing bifurcation curve Lk, k ∈ N when d2 > d∗k∗0

, 0 < r < rT . Therefore, the
coexistence equilibrium is stable.

In summary, the coexistence equilibrium (u∗, v∗) of reaction-diffusion system
(2.1) is stable, when parameter point (d2, r) is below bifurcation curves T and H0,
that is, (d2, r) ∈ U .

Then, according to Theorem 2.2 and 2.4, we could determine these special
Turing-Turing bifurcation points, which satisfy that characteristic equations of
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reaction-diffusion system have two independent zero roots with the remaining roots
having negative real parts.

Theorem 2.5. Assume that conditions in Theorem 2.2 hold. For k∗0 ≥ k ≥ 2,

(k − 1, k)-mode Turing-Turing bifurcation points
(
d∗k−1,k, r

∗
k−1,k

)
are locating on

boundary of parameter region of the stability for coexistence equilibrium, satisfying
that characteristic equations (2.5) have two independent zero roots with the remain-
ing roots having negative real parts.

d2

r

T Turing Instability Region

TTk

Turing-Hopf Region

Hopf Region HT H0

D1
Stability Region for (u*,v*)

Figure 2. Parameter region of the stability for coexistence equilibrium, and bifurcation curves in

d2-r plane. And HT stands for (k∗0 , 0)-mode Turing-Hopf bifurcation point
(
d∗k∗0

, r0
)

. Moreover, TTk

represents (k, k+ 1)-mode Turing-Turing bifurcation point
(
d∗k,k+1, r

∗
k,k+1

)
for k ∈ N, which locates on

the critical Turing bifurcation curve T .

Remark 2.1. In this paper, we determine parameter region D1 of the stability for
coexistence equilibrium E∗, as large as possible, see Figure 2.

Remark 2.2. We could easily determine the spatial wavelength for a spatially inho-
mogeneous solution of diffusive system (2.1), when parameter point (d2, r) is chosen
near the critical Turing bifurcation curve T , since the critical Turing bifurcation
curve has relation to spatial wave numbers.

And, in Figure 2, we see that system (2.1) undergoes Hopf bifurcation and gen-
erates a spatially homogeneous periodic solution, when parameters cross through
Hopf bifurcation curve H0 and reach Hopf region. Analogously, system (2.1) un-
dergoes Turing bifurcation and produces a pair of spatially inhomogeneous steady
states when parameters cross through the critical Turing instability curve and reach
Turing instability region. However, when parameters cross through Hopf bifurcation
curveH0 and critical Turing bifurcation curve T and reach Turing-Hopf region, that
is, system (2.1) undergoes Turing-Hopf bifurcation, dynamical behaviors of system
(2.1) are still unknown. Then a question arises:

• Near Turing-Hopf bifurcation point, what are dynamical behaviors of diffusive
system (2.1) when parameter point (d2, r) is chosen in Hopf region, Turing
region and Turing-Hopf region, respectively?

And in next two sections, we discuss dynamics of system (2.1) and answer the
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question, utilizing normal form method and numerical tools.

3. Normal form of Turing-Hopf bifurcation

In this part, we calculate normal form of reaction-diffusion system (2.1) at Turing-
Hopf singularity. Firstly by letting d2 = d∗k∗0

+ µ1, r = r0 + µ2, we introduce

perturbation parameters µ1, µ2, which satisfy that reaction-diffusion system (2.1)
undergoes (k∗0 , 0)-mode Turing-Hopf bifurcation at the coexistence equilibrium when
µ1 = 0, µ2 = 0. Then, system (2.1) becomes


∂u

∂t
− d1∆u = (r0 + µ2)u

(
1− u

K
− ηv

1 + βu

)
, x ∈ (0, lπ), t > 0,

∂v

∂t
−
(
d∗k∗0 + µ1

)
∆v =

γ(u+ ξ)v

1 + βu
− dv − gv2, x ∈ (0, lπ), t > 0.

(3.1)

For system (3.1), E∗ = (u∗, v∗) is still the coexistence equilibrium. And consid-
ering that Jiang et al. [18] have developed a set of concise formulas of calculating
normal form up to order 3 for partial functional differential equations at Turing-
Hopf singularity, we utilize these formulas to calculate normal form of system (3.1).
Transferring E∗ to the origin, system (3.1) reads


∂u

∂t
− d1∆u = (r0 + µ2)(u+ u∗)

(
1− (u+ u∗)

K
− η(v + v∗)

1 + β(u+ u∗)

)
,

∂v

∂t
−
(
d∗k∗0 + µ1

)
∆v =

γ ((u+ u∗) + ξ) (v + v∗)

1 + β(u+ u∗)
− d(v + v∗)− g(v + v∗)

2.

(3.2)

Defining U(t) = (u(t); v(t)), system (3.2) is written as an abstract differential
equation in the phase space X of the form

dU(t)

dt
= D(µ)∆U(t) + L(µ)U(t) + F (U(t), µ),

where

D(µ) =

d1 0

0 d∗k∗0
+ µ1

 , L(µ) =

(r0 + µ2)α1 −(r0 + µ2)β1

α2 −β2

 ,

F (ϕ, µ) =

(r0 + µ2)
(

(ϕ1 + u∗)
(

1− (ϕ1+u∗)
K − η(ϕ2+v∗)

1+β(ϕ1+u∗)

)
− (α1ϕ1 − β1ϕ2)

)
γ((ϕ1+u∗)+ξ)(v+v∗)

1+β(ϕ1+u∗) − d(ϕ2 + v∗)− g(ϕ2 + v∗)
2 − α2ϕ1 + β2ϕ2

 ,

with ϕ = (ϕ1, ϕ2)T ∈ X.
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Based on Jiang et al. [18], we attain

D0(µ) =

d1 0

0 d∗k∗0

 , D1(µ) =

0 0

0 µ1

 ,

L0(µ) =

r0α1 −r0β1

α2 −β2

 , L1(µ) =

µ2α1 −µ2β1

0 0

 ,

Q(ϕ,ϕ) =

 (
2r0ηβv∗

(1+βu∗)3 −
2r0
K

)
ϕ2

1 −
2r0η

(1+βu∗)2ϕ1ϕ2

2γβ(βξ−1)v∗
(1+βu∗)3 ϕ2

1 −
2γ(βξ−1)
(1+βu∗)2ϕ1ϕ2 − 2gϕ2

2

 ,

C(ϕ,ϕ, ϕ) =

 − 6r0ηβ
2v∗

(1+βu∗)4ϕ
3
1 + 6r0ηβ

(1+βu∗)3ϕ
2
1ϕ2

− 6γβ2(βξ−1)v∗
(1+βu∗)4 ϕ3

1 + 6γβ(βξ−1)
(1+βu∗)3 ϕ

2
1ϕ2

 ,

with ϕ = (ϕ1, ϕ2)T ∈ X. In particular, Q(·, ·) and C(·, ·, ·) are determined by
the second-order Fréchet and third-order Fréchet derivations of operator F (·, 0),
respectively. See [18] for more information.

Moreover, the corresponding characteristic matrices are

∆̃k(λ) =

λ+ d1
k2

l2 − r0α1 r0β1

−α2 λ+ d∗k∗0
k2

l2 + β2

 , k ∈ N0.

Obviously, λ = ±iω with ω =
√
r0Θ, are eigenvalues of ∆̃0(0), and λ = 0 are a

simple eigenvalue for ∆̃k∗0
(0), with the remaining eigenvalues having negative real

parts, according to Theorem 2.3. Then, a direct calculation yields,

φ1 =

 1

r0α1l
2−d1k∗0

2

r0β1l2

 , ψ1 =


1

1+
(r0α1l

2−d1k∗0
2)2

−r0β1α2l
4

r0α1l
2−d1k∗0

2

−α2l2
(

1+
(r0α1l

2−d1k∗0
2)2

−r0β1α2l
4

)


T

,

φ2 =

 1

r0α1−ωi
r0β1

 , ψ2 =


1

1+
(r0α1−ωi)2

−r0α2β1

r0α1−ωi

−α2

(
1+

(r0α1−ωi)2

−r0α2β1

)


T

.

Furthermore, Φ =
(
φ1, φ2, φ̄2

)
and Ψ =

(
ψ1, ψ2, ψ̄2

)T
satisfy ψ1φ1 = 1, and ψ2φ2 =

1, ψ̄2φ2 = 0.
By [18], normal form restrict on center manifold up to order 3 for reaction-

diffusion system (2.1) at Turing-Hopf singularity, is
ż1 =a1(α)z1 + a200z

2
1 + a011z2z̄2 + +a300z

3
1 + a111z1z2z̄2 + h.o.t.,

ż2 =iω0z2 + b2(α)z2 + b110z1z2 + b210z
2
1z2 + b021z

2
2 z̄2 + h.o.t.,

˙̄z2 =− iω0z̄2 + b2(α)z̄2 + b110z1z̄2 + b210z
2
1 z̄2 + b021z2z̄

2
2 + h.o.t..

(3.3)

And, these coefficients a1(α), b2(α), a200, a011, a300, a111, b110, b210, b021

could be computed, utilizing formulas provided in Appendix.



Interactions of Turing and Hopf bifurcations. . . 1293

4. Spatiotemporal patterns with Turing-Hopf bifur-
cation and discussions

In this section, we show several sets of numerical simulations to support theory
analysis. Choosing K = 50, η = 1, β = 0.8, γ = 0.4, ξ = 0.3, d = 0.2, g = 0.01, l =
1, and diffusion coefficient d1 = 0.01, we have (u∗, v∗) = (0.4059, 1.3139), which
is the unique coexistence equilibrium of system (2.1). And we also derive α1 =
0.2350, β1 = 0.3064, α2 = 0.2276, β2 = 0.0131 satisfying α2β1 − α1β2 > 0. Then,
the Hopf bifurcation curve in d2-r plane is

H0 : r = r0 =
β2

α1
= 0.0559, d2 > 0.

And, we also have k∗ =
⌈
β2l

2

d1

⌉
− 1 = 1, and km =

⌊√
x∗l
⌋

= 1. Moreover,

d∗1 = 1.2290, thus k∗0 = 1, that is, k1 = 1, k2 = 0 in Lemma A.1 in Appendix. Then,

Lk : r = rk(d2) =
d1

(
β2 + d2

k2

l2

)
k2

l2

α1β2 − α2β1 + α1d2
k2

l2

=

(
0.0001314 + 0.01d2k

2
)
k2

−0.06665 + 0.23500d2k2
, d > d2,k, k ∈ N.

Turing bifurcation curves, Hopf bifurcation curve and parameter region of the sta-
bility for coexistence equilibrium in d2-r plane, are shown in Figure 3.

1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4 1.45 1.5
0.053

0.054

0.055

0.056

0.057

0.058

0.059

0.06

d
2

r

(d
2
,r)=(1.2290,0.0559)

Stability Region for (u
*
,v

*
)

Turing-Hopf Region

1-mode Turing Instability Region





Hopf Region

Figure 3. Parameter region of the stability for coexistence equilibrium E∗ and global bifurcation set in
d2-r plane.

Furthermore, for these given parameters, normal form (3.3) for (1, 0)−mode
Turing-Hopf bifurcation truncated to order 3, is
ż1 = (0.0025µ1 + 0.1793µ2) z1 − 0.0294z3

1 + 0.0057z1z2z̄2,

ż2 = (0.1175 + 0.5459i)µ2z2 − (0.0082 + 0.0250i)z2
1z2 − (0.0027 + 0.1204i)z2

2 z̄2,

˙̄z2 = (0.1175− 0.5459i)µ2z̄2 − (0.0082− 0.0250i)z2
1 z̄2 − (0.0027− 0.1204i)z̄2

2z2.

(4.1)
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To explore the dynamical behaviors, we consider transformations z1 = z, z2 =
ρeiθ, z̄2 = ρe−iθ, then system (4.1) is transformed into following amplitude equation,{

ż = (0.0025µ1 + 0.1793µ2) z − 0.0294z3 + 0.0057zρ2,

ρ̇ = 0.1175µ2ρ− 0.0082ρz2 − 0.0027ρ3.
(4.2)

According to [12], the unfolding for system (4.2) is Case II. Therefore, define fol-
lowing critical bifurcation curves in d2-r plane,

H0 : r = r0, T : r = r0 − 0.01413
(
d2 − d∗k∗0

)
,

T1 : r = r0 − 0.005929
(
d2 − d∗k∗0

)
, d2 ≤ d∗k∗0 ,

T2 : r = r0 + 0.01047
(
d2 − d∗k∗0

)
, d2 ≥ d∗k∗0 .

Then, local bifurcation set and phase portraits are shown in Figure 4,

1

2 5

6



0

1
2

r

2d

3 4

(a) Local bifurcation set of the unfolding Case II
of normal form.

1 2
z



z



6
z



5
z



z

z





3

4

(b) Phase portraits of the unfolding Case II of normal
form.

Figure 4. Local bifurcation set (Left) and phase portraits (Right) at Turing-Hopf point
(
d∗k∗0

, r0
)

.

Remark 4.1. Actually, for normal form of Turing-Hopf bifurcation, there are 12
unfoldings in total, of which each type exhibits different complex dynamics and
could reveal different spatiotemporal phenomena, see [12]. As far as we know,
the unfolding Case II and corresponding spatiotemporal dynamics have not been
discussed before. And, we hope that our discussions could make some contributions
to the development of bifurcation theory.

And, local bifurcation set could be embedded in global bifurcation set, see Figure
5. And we find that, near Turing-Hopf bifurcation point, codimension-2 Turing-
Hopf bifurcation leads to additional divisions of Hopf region and Turing-Hopf region.

Near Turing-Hopf bifurcation point
(
d∗k∗0

, r0

)
, the d2-r parameter plane is divid-

ed into six regions. And dynamics of system (4.2) are described by corresponding
phase portraits respectively, when (d2, r) are chosen in these regions. Then based on
normal form method and center manifold theory, we could reveal dynamical behav-
iors of system (2.1), when parameters are chosen in these six regions, respectively.
And we summarize dynamics of system (2.1) as following conclusions.
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Figure 5. Global bifurcation set with local bifurcation curves T1, T2 at Turing-Hopf bifurcation point(
d∗k∗0

, r0
)

.

Proposition 4.1. For fixed parameters K = 50, η = 1, β = 0.8, γ = 0.4, ξ =
0.3, d = 0.2, g = 0.01, l = 1, d1 = 0.01, diffusive predator-prey system (2.1) exhibits
spatial, temporal and spatiotemporal patterns, when parameters (d2, r) are chosen

near (1, 0)-mode Turing-Hopf bifurcation point
(
d∗k∗0

, r0

)
= (1.2290, 0.0559). Here

are the results:

1. When (d2, r) ∈ D1, the coexistence equilibrium E∗ of system (2.1) is asymp-
totically stable. Otherwise, the coexistence equilibrium E∗ is unstable when
(d2, r) /∈ D̄1.

2. When (d2, r) ∈ D2, system (2.1) has a stable spatially homogeneous periodic
solution (see Figure 6), which represents that system exhibits temporal pattern.

3. When (d2, r) ∈ D3, there exist a pair of stable spatially inhomogeneous periodic
solutions and an unstable spatially homogeneous periodic solution for system
(2.1). Thus, system exhibits transient patterns and bistability.

4. When (d2, r) ∈ D4, a pair of spatially inhomogeneous steady states and a
spatially homogeneous periodic solution for system (2.1) are unstable, and
system also has a pair of stable spatially inhomogeneous periodic solutions.
Therefore, system exhibits spatiotemporal patterns and bistability (see Figure
7).

5. When (d2, r) ∈ D5, there exist an unstable spatially homogeneous periodic
solution and a pair of stable spatially inhomogeneous steady states for system
(2.1). Hence, system exhibits transient patterns and bistability.

6. When (d2, r) ∈ D6, system (2.1) has a pair of stable spatially inhomogeneous
steady states (see Figure 8), which indicates that system exhibits spatial pat-
terns and bistability.

Proposition 4.1 indicates that under proper additional food supply to preda-
tor and proper intra-specific competition among predator, diffusive predator-prey
system (2.1) exhibits complex patterns with temporal period and spatial period,
besides spatially inhomogeneous steady states and spatially homogeneous periodic
solutions which have been described in [3, 11,13].
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Figure 6. For (d2, r) = (1.0290, 0.05690) ∈ D2, a spatially homogeneous periodic solution is stable.
The initial values are u(0, x) = 0.4058560903 + 0.1, v(0, x) = 1.313932244− 0.2.

Next, we briefly discuss the effects of additional food supply to predator and
intra-specific competition among predator on dynamics of diffusive system (2.1),
respectively.

As we see, intra-specific competition among predator has effects on values and
number of coexistence equilibria, according to cubic equation h(u). Intra-specific
competition among predator could induce three interior equilibria for system (2.1),
which might induce more complex spatiotemporal dynamics than these described in
Proposition 4.1. Actually, local dynamics near each interior equilibrium are clear,
by applying Theorem 2.3 and Lemma A.1 at each interior equilibrium. However,
we don’t know any more complex global dynamics for predator-prey system (2.1),
except local dynamics near each interior equilibrium.

For better understanding, we utilize numerical tools to help discuss the effects
of intra-specific competition among predator on dynamics of system (2.1). For
given system parameters K = 50, η = 1, β = 0.8, γ = 0.4, ξ = 0.3, d = 0.2, l =
1, d1 = 0.01, d2 = 1.3290, r = 0.0549, the effects of intra-specific competition among
predator on the number of coexistence equilibria and on dynamics of diffusive system
(2.1) are summarized in Table 1. And, Figure 9 reflects multiple stable coexistence
equilibria for system (2.1) at g = 0.04.

Table 1. Effects of intra-specific competition on the number of interior equilibria and long-time dynamics
of system (2.1).

Intra-specific competition g Number Long-time dynamics

0.005 One A quasi-periodic slolution
0.01, 0.015, 0.02, 0.025 One A pair of spatial solutions
0.03, 0.04, 0.05, 0.06 Three A pair of coexistence equilibria
0.065, 0.07, 0.08, 0.1, 0.5 One A coexistence equilibrium

Numerical simulations show that, proper intra-specific competition among preda-
tor induces multiple interior equilibria, which could further induce more complex
spatiotemporal dynamics.

As for the effects of additional food supply to predator on dynamics of predator-
prey system, it is shown that additional food supply also influences values and num-
ber of coexistence equilibria, via destroying assumption (H1). Based on equation
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(a) The initial values are u(0, x) = 0.4058560903 + 0.2 cos(x), v(0, x) = 1.313932244 + 0.2 cos(x).

(b) The initial values are u(0, x) = 0.4058560903 + 0.1, v(0, x) = 1.313932244− 0.2.

Figure 7. For (d2, r) = (1.3290, 0.0659) ∈ D4, a pair of spatially inhomogeneous periodic solutions are
stable. Graphs in the middle reflect transient patterns, which indicate that the spatially homogeneous
periodic solution and a pair of spatially inhomogeneous steady states are unstable.

(2.3) and h(u), the quantity ξ of additional food supply has influence on the oc-
currence of Hopf bifurcation and Turing bifurcation of diffusive system (2.1), and
further influences spatiotemporal dynamics of system, via having effects on values
of coexistence equilibria. However, it is difficult to theoretically analyze the effects
in detail. Instead, we discuss the effects of additional food supply to predator via
numerical tools, too.

For given parameters K = 50, η = 1, β = 0.8, γ = 0.4, d = 0.2, g = 0.01, l =
1, d1 = 0.01, d2 = 1.0290, r = 0.0569, the effects of ξ on the number of coexis-
tence equilibria and dynamics of diffusive system (2.1) are concluded in Table 2.
And, Figure 6 and 10 reflect dynamics of system (2.1) when ξ = 0.3 and ξ = 0.5,
respectively.

Numerical simulations show that, proper additional food supply to predator
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(a) The initial values are u(0, x) = 0.4058560903 + 0.05 cos(x), v(0, x) = 1.313932244 + 0.05 cos(x).

(b) The initial values are u(0, x) = 0.4058560903− 0.05 cos(x), v(0, x) = 1.313932244− 0.05 cos(x).

Figure 8. For (d2, r) = (1.3290, 0.0549) ∈ D6, a pair of spatially inhomogeneous steady states are
stable.

could stabilize steady states of diffusive system (2.1), while large quantity of addi-
tional food supply makes interior equilibrium disappear, which indicates that prey
becomes extinct and predator changes the source of food.

5. Conclusions

Reaction-diffusion systems could generate complex spatiotemporal patterns via in-
teractions of Turing bifurcation and Hopf bifurcation. In this paper, we explore
spatiotemporal dynamics of diffusive predator-prey system (2.1) near Turing-Hopf
singularity. It is found that system (2.1) produces interesting spatiotemporal pat-
terns under proper conditions. When parameters are chosen appropriately, system

Table 2. Effects of additional food supply on the number of interior equilibria and long-time dynamics
of system (2.1).

Quantity of additional food supply ξ Number Long-time dynamics

0, 0.1, 0.2 0.3 One A periodic slolution
0.4, 0.5 One A coexistence equilibrium
0.6, 0.7, 0.8,0.9,1 None Boundary equilibrium E2
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(a) The initial values are u(0, x) = 0.4058560903 + 0.05 cos(x), v(0, x) = 1.313932244 + 0.05 cos(x).

(b) The initial values are u(0, x) = 0.4058560903, v(0, x) = 1.313932244.

Figure 9. For intra-specific competition parameter g = 0.04, there exist multiple stable coexistence
equilibria for diffusive system (2.1).

Figure 10. For the quantity of additional food supply ξ = 0.5, spatially homogeneous steady states
of diffusive system (2.1) are stable. The initial values are u(0, x) = 0.4058560903 + 0.1, v(0, x) =
1.313932244− 0.2.

(2.1) exhibits a spatially homogeneous periodic solution, a pair of spatially inho-
mogeneous steady states and a pair of spatially inhomogeneous periodic solutions,
which are induced by Hopf bifurcation, Turing bifurcation and Turing-Hopf bifur-
cation, respectively.

We also briefly discuss the effects of additional food supply and intra-specific
competition on dynamics of diffusive predator-prey system (2.1). Our discussions
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show that, intra-specific competition among predator could induce complex spa-
tiotemporal dynamics by inducing multiple coexistence equilibria. Actually, we
find that, proper intra-specific competition among predator induce complex pat-
terns which could be used to explain complex natural phenomena, while little intra-
specific competition among predator, as well as much intra-specific competition
among predator, leads to the loss of complexity in the ecosystem. Much intra-
specific competition makes predator spend much time competing with each other,
which is benefit for prey, while little intra-specific competition is bad for prey. Sim-
ilarly, additional food supply to predator also has great influence on the ecosystem.
Proper quantity and proper quality of additional food supply to predator could
control spatiotemporal chaos and protect the ecosystem, as Ghorai and Porai have
stated in [11]. Large quantity and high quality of additional food supply to predator
will bring a fatal strike to the ecosystem, since large quantity and high quality of
additional food supply to predator makes predator have alternative source of food
and leads to the extinction of prey. Once we stop supplying additional food to
predator, predator becomes extinct, too. Therefore, too much human intervention
will cause collapse of the ecosystem. However, we could supply proper additional
food supply to predator to conserve species in an ecosystem.

What’s more, we establish conditions of the occurrence of codimension-2 Turing-
Turing bifurcation for system (2.1), by further analyzing interactions of Turing bifur-
cations. And, reaction-diffusion systems might generate some interesting dynamics
near Turing-Turing singularity, such as coexisting spatially inhomogeneous steady
states with different wavelengths. We anticipate that system (2.1) will produce
analogous solutions near Turing-Turing singularity under proper conditions.

Appendix: calculations of a1(α), b2(α), a200, a011, a300,

a111, b110, b210, b021

Lemma A.1 (See [18]). For k2 = 0, k1 6= 0 and Neumann boundary condition on
spatial domain Ω = (0, lπ), l > 0, the parameters a1(α), b2(α), a200, a011, a300,
a111, b110, b210, b021 in (3.3) are

a1(α) =
1

2
ψ1(0) (L1(α)φ1 − µk1D1(α)φ1(0)) ,

b2(α) =
1

2
ψ2(0) (L1(α)φ2 − µk2D1(α)φ2(0)) ,

a200 =a011 = b110 = 0,

a300 =
1

4
ψ1(0)Cφ1φ1φ1

+
1

ω0
ψ1(0)< (iQφ1φ2

ψ2(0))Qφ1φ1

+ ψ1(0)Qφ1

(
h0

200 +
1√
2
h2k1

200

)
,

a111 =ψ1(0)Cφ1φ2φ̄2
+

2

ω0
ψ1(0)< (iQφ1φ2

ψ2(0))Qφ2φ̄2
+

ψ1(0)

[
Qφ1

(
h0

011 +
1√
2
h2k1

011

)
+Qφ2h

k1
101 +Qφ̄2

hk1110

]
,

b210 =
1

2
ψ2(0)Cφ1φ1φ2

+
1

2iω0
ψ2(0) {2Qφ1φ1

ψ1(0)Qφ1φ2
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+
[
−Qφ2φ2ψ2(0) +Qφ2φ̄2

ψ̄2(0)
]
Qφ1φ1

}
+ ψ2(0)

(
Qφ1h

k1
110 +Qφ2h

0
200

)
b021 =

1

2
ψ2(0)Cφ2φ2φ̄2

+
1

4iω0
ψ2(0)

{
2

3
Qφ̄2φ̄2

ψ̄2(0)Qφ2φ2

+
[
−2Qφ2φ2

ψ2(0) + 4Qφ2φ̄2
ψ̄2(0)

]
Qφ2φ̄2

}
+ ψ2(0)

(
Qφ2

h0
011 +Qφ̄2

h0
020

)
.

(A.1)

where

h0
200(θ) =− 1

2

[∫ 0

−r
dη0(θ)

]−1

Qφ1φ1 +
1

2iω0

(
φ2(θ)ψ2(0)− φ̄2(θ)ψ̄2(0)

)
Qφ1φ1 ,

h2k1
200(θ) ≡− 1

2
√

2

[∫ 0

−r
dη2k1(θ)

]−1

Qφ1φ1
,

h0
011(θ) =−

[∫ 0

−r
dη0(θ)

]−1

Qφ2φ̄2
+

1

iω0
(φ2(θ)ψ2(0)− φ̄2(θ)ψ̄2(0))Qφ2φ̄2

,

h2k1
011(θ) =0,

h0
020(θ) =

1

2

[
2iω0I −

∫ 0

−r
e2iω0θdη0(θ)

]−1

Qφ2φ2
e2iω0θ

− 1

2iω0

[
φ2(θ)ψ2(0) +

1

3
φ̄2(θ)ψ̄2(0)

]
Qφ2φ2

,

hk1110(θ) =

[
iω0I −

∫ 0

−r
eiω0θdηk1(θ)

]−1

Qφ1φ2e
iω0θ − 1

iω0
φ1(0)ψ1(0)Qφ1φ2 ,

h0
002(θ) =h0

020(θ), hk1101(θ) = hk1110(θ),
(A.2)

θ ∈ [−r, 0], φ1, φ2, ψ1(0), ψ2(0) eigenvectors and dual eigenvectors, see [18, (2.8)],
and ηk ∈ BV ([−r, 0],Cm) is denoted by [18, (2.6)], that is

− µkD0ψ(0) + L0ψ =

∫ 0

−r
dηk(θ)ψ(θ), ψ ∈ C , C ([−r, 0],Cm) , k ∈ N0. (A.3)
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