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#### Abstract

In this article, we study the maximum number of limit cycles for two classes of planar polynomial differential systems with uniform isochronous centers. Using the first-order averaging method, we analyze how many limit cycles can bifurcate from the period solutions surrounding the centers of the considered systems when they are perturbed inside the class of homogeneous polynomial differential systems of the same degree. We show that the maximum number of limit cycles, $m$ and $m+1$, that can bifurcate from the period solutions surrounding the centers for the two classes of differential systems of degree $2 m$ and degree $2 m+1$, respectively. Both of the bounds can be reached for all $m$.
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## 1. Introduction

Recall that the second part of the 16th Hilbert's problem $[11,13]$ asks about the maximal number and relative configurations of limit cycles for planar polynomial differential systems of degree $n$ :

$$
\begin{equation*}
\dot{x}=P(x, y), \quad \dot{y}=Q(x, y) . \tag{1.1}
\end{equation*}
$$

Many interesting and profound results have been obtained, see [7-9, 19, 20, 30, 31] and the references therein. Nevertheless, Hilbert's problem is still open even in the case $n=2$.

There are several methods for studying the bifurcation of limit cycles. One of the methods is based on perturbation of system (1.1) with centers via Poincaré

[^0]bifurcation, by means of which limit cycles can bifurcate from the period solutions of the centers. In the last three decades extensive work about the bifurcation of limit cycles for planar differential systems with uniform isochronous centers has been reported in the literature, see [5,6,16-18] for instance. Isochronicity is closely related to the uniqueness and existence of solutions for boundary value problems and has important applications in physics. Moreover, the interest in this problem has also been revived due to the proliferation of powerful computerized methods, where special attention has been dedicated mainly to polynomial differential systems, see $[2,3]$ for instance.

Let $O$ be a center of system (1.1), without loss of generality we can assume that $O$ is the origin of the coordinates. We say that $O$ is an isochronous center if it is a center having a neighborhood such that all the periodic solutions in this neighborhood have the same period. Moreover, we have the following definition.
Definition 1.1. We say that $O$ is a uniform isochronous center of system (1.1), if it is a center and, in polar coordinates $x=r \cos \theta, y=r \sin \theta$, (1.1) takes the form $\dot{r}=F(r, \theta), \dot{\theta}=k, k \in \mathbb{R} \backslash\{0\}$.

For more details on this definition see $[3,4]$. The next result on the uniform isochronous planar centers is well-known, a proof of it can be found in [14].

Proposition 1.1. Assume that system (1.1) has a center at the origin $O$. Then $O$ is a uniform isochronous center if and only if by doing a linear change of variables and a rescaling of time the system can be written as

$$
\dot{x}=-y+x f(x, y), \quad \dot{y}=x+y f(x, y)
$$

where $f(x, y)$ is a polynomial in $x$ and $y$ of degree $n-1$, and $f(0,0)=0$.
In this paper we provide lower bounds for the maximum number of limit cycles that can bifurcate from the periodic solutions of a polynomial differential uniform isochronous center of degree $2 n+2$ or $2 n+3$ when it is perturbed inside the class of homogeneous polynomial differential systems of the same degree. The main result is based on the first-order averaging method. For more details about the averaging method see the book of Sanders, Verhulst and Murdock [28] and Verhulst [29]. We remark that the Melnikov method is a good tool for studying the number of limit cycles which bifurcate from the periodic orbits surrounding a center, see [10] for a relation of the averaging method and the Melnikov method.

More precisely, we consider the following two classes of planar polynomial differential systems

$$
\left\{\begin{array}{l}
\dot{x}=-y+x y\left(x^{2}+y^{2}\right)^{n}  \tag{1.2}\\
\dot{y}=x+y^{2}\left(x^{2}+y^{2}\right)^{n}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\dot{x}=-y+x^{2} y\left(x^{2}+y^{2}\right)^{n}  \tag{1.3}\\
\dot{y}=x+x y^{2}\left(x^{2}+y^{2}\right)^{n}
\end{array}\right.
$$

of degree $2 n+2$ and degree $2 n+3$ with $n \geq 0$, having uniform isochronous centers at the origin of coordinates.

We recall that the perturbations of the periodic solutions of the uniform isochronous centers (1.2) and (1.3) have been considered by several papers, see [12,15-18, 23-26] for instance. However, all these results focused on differential systems of
lower degree for the bifurcation of limit cycles with specific $n$. As far as we know, for the integrable systems of higher degree, it seems to be very complicated to study the bifurcation of limit cycles from these systems via the averaging approaches. The main difficulty exists in the technical and cumbersome computations of the averaged function, which in some cases are out of reach with the present state of knowledge. Hence, it is necessary and also challenging to study the bifurcation of limit cycles for some differential systems of higher degree under any small perturbation.

In the present paper, we focus our attention on the study of differential systems of (1.2) and (1.3) in the general cases. In other words, using the averaging method we bound the maximum number of limit cycles that can bifurcate from the periodic solutions surrounding the uniform isochronous centers at the origin of the systems of (1.2) and (1.3) of respective degrees $2 n+2$ and $2 n+3$, when the systems are perturbed inside the classes of homogeneous polynomial differential systems of respective degrees $2 n+2$ and $2 n+3$. More concretely, our purpose is to provide lower bounds for the maximum number of limit cycles of the following polynomial differential systems:

$$
\left\{\begin{array}{l}
\dot{x}=-y+x y\left(x^{2}+y^{2}\right)^{n}+\varepsilon \sum_{i+j=2 n+2} a_{i, j} x^{i} y^{j}  \tag{1.4}\\
\dot{y}=x+y^{2}\left(x^{2}+y^{2}\right)^{n}+\varepsilon \sum_{i+j=2 n+2} b_{i, j} x^{i} y^{j}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\dot{x}=-y+x^{2} y\left(x^{2}+y^{2}\right)^{n}+\varepsilon \sum_{i+j=2 n+3} c_{i, j} x^{i} y^{j}  \tag{1.5}\\
\dot{y}=x+x y^{2}\left(x^{2}+y^{2}\right)^{n}+\varepsilon \sum_{i+j=2 n+3} d_{i, j} x^{i} y^{j}
\end{array}\right.
$$

where $\varepsilon$ is a small parameter.
The main result of this paper is stated as follows.
Theorem 1.1. For $|\varepsilon| \neq 0$ sufficiently small using the first-order averaging method we obtain that
(a) system (1.4) has up to $n+1$ limit cycles bifurcating from periodic solutions of the unperturbed system, and this number can be reached for all $n$;
(b) system (1.5) has up to $n+2$ limit cycles bifurcating from periodic solutions of the unperturbed system, and this number can be reached for all $n$.

Remark 1.1. The results of Theorem 1.1 for systems (1.4) and (1.5) with $n=0,1$ have been already contained in the papers [23-26]. In this work we extend these previous results to the general cases. More importantly, Theorem 1.1 gives the exact lower bounds for the maximum number of limit cycles bifurcated from the period solutions of the unperturbed systems, which is far from being trivial.

The organization of this paper is as follows. In Section 2, we introduce the basic results on the averaging method. Sections 3 and 4 are dedicated to the proof of Theorem 1.1 by exploring the maximum number of simple zeros of the obtained averaged functions associated to systems (1.4) and (1.5).

## 2. Preliminary Results

In this section we present some basic results which are the basis of the averaging method and which will be used for proofs in later sections.

We consider the system

$$
\begin{equation*}
x^{\prime}(t)=F_{0}(t, x) \tag{2.1}
\end{equation*}
$$

with $F_{0}: \mathbb{R} \times \Omega \rightarrow \mathbb{R}^{n}$ a $\mathcal{C}^{2}$ function, $T$-periodic in the first variable, and $\Omega$ is an open subset of $\mathbb{R}^{n}$. We assume that system (2.1) has a submanifold of periodic solutions.

Let $\varepsilon$ be sufficiently small and we consider a perturbation of system (2.1) of the form

$$
\begin{equation*}
x^{\prime}(t)=F_{0}(t, x)+\varepsilon F_{1}(t, x)+\varepsilon^{2} F_{2}(t, x, \varepsilon) \tag{2.2}
\end{equation*}
$$

with $F_{1}: \mathbb{R} \times \Omega \rightarrow \mathbb{R}^{n}$ and $F_{2}: \mathbb{R} \times \Omega \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$ are $\mathcal{C}^{2}$ functions, $T$-periodic in the first variable, and $\Omega$ is an open subset of $\mathbb{R}^{n}$. A solution of this problem is given using the averaging method.

Let $x(t, z)$ be the periodic solution of the unperturbed system (2.1) satisfying the initial condition $x(0, z)=z$. Now we consider the linearization of the system (2.1) along the solution $x(t, z)$, namely

$$
\begin{equation*}
y^{\prime}=D_{x} F_{0}(t, x(t, z)) y \tag{2.3}
\end{equation*}
$$

and let $M_{z}(t, z)$ be a fundamental matrix of this linear system satisfying that $M_{z}(0, z)$ is the identity matrix.

We assume that there exists an open set $V$ with $C l(V) \subset \Omega$ such that for each $z \in$ $C l(V), x(t, z)$ is $T$-periodic, where $x(t, z)$ denotes the solution of the unperturbed system (2.1) with $x(0, z)=z$. The set $C l(V)$ is isochronous for the system (2.1); i.e. it is a set formed only by periodic orbits, all of them having the same period. Then, an answer to the problem of the bifurcation of $T$-periodic solutions from the periodic solutions $x(t, z)$ contained in $C l(V)$ is given in the following result.

Theorem 2.1 (Perturbations of an isochronous set). Assume that there exists an open and bounded set $V$ with $C l(V) \subset \Omega$ such that for each $z \in C l(V)$, the solution $x(t, z)$ is $T$-periodic, then we consider the function $\mathcal{F}: C l(V) \rightarrow \mathbb{R}^{n}$

$$
\begin{equation*}
\mathcal{F}(z)=\int_{0}^{T} M_{z}^{-1}(t, z) F_{1}(t, x(t, z)) d t \tag{2.4}
\end{equation*}
$$

If there exists $a \in V$ with $\mathcal{F}(a)=0$ and $\operatorname{det}((d \mathcal{F} / d z)(a)) \neq 0$, then there exists a $T$-periodic solution $\varphi(t, \varepsilon)$ of system (2.2) such that $\varphi(0, \varepsilon) \rightarrow a$ as $\varepsilon \rightarrow 0$.

Theorem 2.1 goes back to [22] and [27], for a shorter proof see [1].
In order to study the number of zeros of the averaged function (2.4) we will use the following result proved in [21].

Let $\Delta \subset \mathbb{R}$ be an interval and let $f_{1}, f_{2}, \ldots, f_{n}: \Delta \rightarrow \mathbb{R}$. We say that $f_{1}, \ldots, f_{n}$ are linearly independent functions if and only if we have that

$$
\sum_{i=1}^{n} \alpha_{i} f_{i}(\delta)=0 \text { for all } \delta \in \Delta \quad \Longrightarrow \quad \alpha_{1}=\alpha_{2}=\cdots=\alpha_{n}=0
$$

Proposition 2.1. (See [21].) If $f_{1}, f_{2}, \ldots, f_{n}: \Delta \rightarrow \mathbb{R}$ are linearly independent then there exist $\delta_{1}, \ldots, \delta_{n-1} \in \Delta$ and $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{R}$ such that for every $i \in\{1, \ldots, n-1\}$

$$
\sum_{k=1}^{n} \alpha_{k} f_{k}\left(\delta_{i}\right)=0
$$

## 3. Proof of Theorem 1.1 (a)

This section is devoted to the proof of statement (a) of Theorem 1.1 by using Theorem 2.1.

First, in polar coordinates $(\theta, r)$ defined by $x=r \cos \theta, y=r \sin \theta$, system (1.4) can be written as

$$
\begin{align*}
\frac{d r}{d \theta} & =r \cdot \frac{x \dot{x}+y \dot{y}}{\dot{y} x-y \dot{x}}  \tag{3.1}\\
& =F_{0}(\theta, r)+\varepsilon F_{1}(\theta, r)+O\left(\varepsilon^{2}\right)
\end{align*}
$$

where $F_{0}(\theta, r)=r^{2 n+2} \sin \theta$ and

$$
\begin{aligned}
F_{1}(\theta, r)= & r^{2 n+2} \sum_{i+j=2 n+2}\left(a_{i, j} \cos ^{i+1} \theta \sin ^{j} \theta+b_{i, j} \cos ^{i} \theta \sin ^{j+1} \theta\right) \\
& +r^{4 n+3} \sum_{i+j=2 n+2}\left(a_{i, j} \cos ^{i} \theta \sin ^{j+2} \theta-b_{i, j} \cos ^{i+1} \theta \sin ^{j+1} \theta\right)
\end{aligned}
$$

A direct computation shows that equation $(3.1)_{\varepsilon=0}$ has the periodic solutions

$$
r(\theta, z)=\left((2 n+1)(\cos \theta-1)+\frac{1}{z^{2 n+1}}\right)^{-\frac{1}{2 n+1}}
$$

satisfying $r(0, z)=z$ for $0<z<(2(2 n+1))^{-\frac{1}{2 n+1}}$. According to the averaging method described in Sec. 2, we solve the variational differential equation

$$
\frac{d M}{d \theta}=\frac{\partial}{\partial r} F_{0}(\theta, r(\theta, z)) M
$$

with $M_{z}(0, z)=1$ and get the fundamental solution

$$
M_{z}(\theta, z)=\left[(2 n+1) z^{2 n+1}(\cos \theta-1)+1\right]^{-\frac{2 n+2}{2 n+1}}
$$

Since all the assumptions of Theorem 2.1 are satisfied, we must study the maximum number of zeros of the function $\mathcal{F}(z)$. More precisely, we have

$$
\begin{aligned}
\mathcal{F}(z)= & \int_{0}^{2 \pi} M_{z}^{-1}(\theta, z) \cdot F_{1}(\theta, r) d \theta \\
= & \int_{0}^{2 \pi} z^{2 n+2}[(2 n+1)(\cos \theta+\eta)]^{\frac{2 n+2}{2 n+1}}\left\{r ^ { 2 n + 2 } \sum _ { i + j = 2 n + 2 } \left(a_{i, j} \cos ^{i+1} \theta \sin ^{j} \theta\right.\right. \\
& \left.+b_{i, j} \cos ^{i} \theta \sin ^{j+1} \theta\right)+r^{4 n+3} \sum_{i+j=2 n+2}\left(a_{i, j} \cos ^{i} \theta \sin ^{j+2} \theta\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.-b_{i, j} \cos ^{i+1} \theta \sin ^{j+1} \theta\right)\right\}\left.\right|_{r=[(2 n+1)(\cos \theta+\eta)]^{-\frac{1}{2 n+1}}} d \theta \\
= & z^{2 n+2}\left\{\int_{0}^{2 \pi} \sum_{i+j=2 n+2}\left(a_{i, j} \cos ^{i+1} \theta \sin ^{j} \theta+b_{i, j} \cos ^{i} \theta \sin ^{j+1} \theta\right) d \theta\right. \\
& \left.+\int_{0}^{2 \pi} \sum_{i+j=2 n+2} \frac{a_{i, j} \cos ^{i} \theta \sin ^{j+2} \theta-b_{i, j} \cos ^{i+1} \theta \sin ^{j+1} \theta}{(2 n+1)(\cos \theta+\eta)} d \theta\right\} \\
= & \frac{z^{2 n+2}}{2 n+1}\left[\sum_{k=1}^{n+1}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right) \int_{0}^{2 \pi} \frac{\cos ^{2 k} \theta \sin ^{2 n-2 k+4} \theta}{\cos \theta+\eta} d \theta\right. \\
& \left.+a_{0,2 n+2} \int_{0}^{2 \pi} \frac{\sin ^{2 n+4} \theta}{\cos \theta+\eta} d \theta\right] \tag{3.2}
\end{align*}
$$

where $\eta=-1+\left[(2 n+1) z^{2 n+1}\right]^{-1} \in(1,+\infty)$, in the last equality we have used the equalities

$$
\int_{0}^{2 \pi} \cos ^{q+1} \theta \sin ^{2 n-q+2} \theta d \theta=0, \quad \int_{0}^{2 \pi} \cos ^{q} \theta \sin ^{2 n-q+3} \theta d \theta=0
$$

and

$$
\int_{0}^{2 \pi} \frac{\cos ^{2 q+1} \theta \sin ^{2 n-2 q+3} \theta}{\cos \theta+\eta} d \theta=0
$$

for any nonnegative integer number $q$. Then we reduce the problem of analyzing the number of zeros of $\mathcal{F}(z)$ to the problem of studying the number of zeros of

$$
\begin{equation*}
G(\eta)=\sum_{k=1}^{n+1}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right) \cdot L_{2 k, 2 n-2 k+4}+a_{0,2 n+2} \cdot L_{0,2 n+4} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{2 m, 2 s}=\int_{0}^{2 \pi} \frac{\cos ^{2 m} \theta \sin ^{2 s} \theta}{\cos \theta+\eta} d \theta \tag{3.4}
\end{equation*}
$$

for $\eta \in(1,+\infty)$ and $m, s \in N$. First, we state and prove some lemmas.
Lemma 3.1. For $m, s \geq 0$

$$
\begin{equation*}
L_{2 m, 2 s}=\sum_{r=0}^{s}\binom{s}{r}(-1)^{r} L_{2 m+2 r, 0} \tag{3.5}
\end{equation*}
$$

Proof. It is direct that for $m, s \geq 0$,

$$
\begin{aligned}
L_{2 m, 2 s} & =\int_{0}^{2 \pi} \frac{\cos ^{2 m} \theta\left(1-\cos ^{2} \theta\right)^{s}}{\cos \theta+\eta} d \theta \\
& =\sum_{r=0}^{s}\binom{s}{r}(-1)^{r} \int_{0}^{2 \pi} \frac{\cos ^{2 m+2 r} \theta}{\cos \theta+\eta} d \theta \\
& =\sum_{r=0}^{s}\binom{s}{r}(-1)^{r} L_{2 m+2 r, 0}
\end{aligned}
$$

Lemma 3.2. For $m \geq 0$, the following statement holds

$$
\begin{equation*}
L_{2 m, 0}=2 \pi\left(\frac{\eta^{2 m}}{\sqrt{\eta^{2}-1}}-\eta^{2 m-1}+\sum_{r=0}^{m-2} A_{2 r+1}^{(m)} \eta^{2 r+1}\right) \tag{3.6}
\end{equation*}
$$

where $A_{2 r+1}^{(m)}=-\frac{(2 m-2 r-3)!!}{(2 m-2 r-2)!!}$.
Proof. Note that

$$
\begin{aligned}
L_{2 m, 0}= & \int_{0}^{2 \pi} \frac{\cos ^{2 m} \theta}{\cos \theta+\eta} d \theta=\int_{0}^{2 \pi} \frac{(\cos \theta+\eta-\eta)^{2 m}}{\cos \theta+\eta} d \theta \\
= & \sum_{k=0}^{2 m}\binom{2 m}{k}(-\eta)^{k} \int_{0}^{2 \pi}(\cos \theta+\eta)^{2 m-k-1} d \theta \\
= & \frac{2 \pi \eta^{2 m}}{\sqrt{\eta^{2}-1}}-4 \pi m \eta^{2 m-1}+\sum_{k=0}^{2 m-2}\binom{2 m}{k}(-1)^{k} \\
& \cdot\left(\sum_{t=0}^{2 m-k-1}\binom{2 m-k-1}{t} \eta^{2 m-t-1} \int_{0}^{2 \pi} \cos ^{t} \theta d \theta\right) \\
= & \frac{2 \pi \eta^{2 m}}{\sqrt{\eta^{2}-1}}-2 \pi \eta^{2 m-1}+\sum_{k=0}^{2 m-2}\binom{2 m}{k}(-1)^{k} \\
& \left.\cdot\left(\begin{array}{c}
\left.\frac{2 m-k-1}{2}\right\rfloor \\
\sum_{\tilde{t}=1}^{2 m-k-1} \\
2 \tilde{t}
\end{array}\right) \eta^{2 m-2 \tilde{t}-1} \int_{0}^{2 \pi} \cos ^{2 \tilde{t}} \theta d \theta\right)
\end{aligned}
$$

Hence, by using the well-known formula

$$
\begin{equation*}
\int_{0}^{2 \pi} \cos ^{2 \tilde{t}} \theta d \theta=2 \pi \frac{(2 \tilde{t}-1)!!}{(2 \tilde{t})!!} \tag{3.7}
\end{equation*}
$$

we perform the computation and obtain

$$
L_{2 m, 0}=2 \pi\left(\frac{\eta^{2 m}}{\sqrt{\eta^{2}-1}}-\eta^{2 m-1}+\sum_{r=0}^{m-2} A_{2 r+1}^{(m)} \eta^{2 r+1}\right)
$$

where $A_{2 r+1}^{(m)}=\sum_{k=0}^{2 r+1}\binom{2 m}{k}(-1)^{k}\binom{2 m-k-1}{2 m-2 r-2} \frac{(2 m-2 r-3)!!}{(2 m-2 r-2)!!}=-\frac{(2 m-2 r-3)!!}{(2 m-2 r-2)!!}$. Hence the desired result follows.

Remark 3.1. Some explicit expressions of $L_{2 m, 0}$ are:

$$
\begin{aligned}
L_{0,0} & =\frac{2 \pi}{\sqrt{\eta^{2}-1}} \\
L_{2,0} & =\frac{2 \pi \eta^{2}}{\sqrt{\eta^{2}-1}}-2 \pi \eta \\
L_{4,0} & =\frac{2 \pi \eta^{4}}{\sqrt{\eta^{2}-1}}-2 \pi \eta^{3}-\pi \eta \\
L_{6,0} & =\frac{2 \pi \eta^{6}}{\sqrt{\eta^{2}-1}}-2 \pi \eta^{5}-\pi \eta^{3}-\frac{3}{4} \pi \eta \\
L_{8,0} & =\frac{2 \pi \eta^{8}}{\sqrt{\eta^{2}-1}}-2 \pi \eta^{7}-\pi \eta^{5}-\frac{3}{4} \pi \eta^{3}-\frac{5}{8} \pi \eta
\end{aligned}
$$

By using the above lemmas and (3.3), we have

$$
\begin{align*}
G(\eta)= & \sum_{k=1}^{n+1}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right) \cdot L_{2 k, 2 n-2 k+4}+a_{0,2 n+2} \cdot L_{0,2 n+4} \\
= & \sum_{k=1}^{n+1}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right) \cdot\left(\begin{array}{c}
n-k+2 \\
r=0
\end{array}\binom{n-k+2}{r}(-1)^{r} L_{2 k+2 r, 0}\right) \\
& +a_{0,2 n+2} \cdot\left(\sum_{r=0}^{n+2}\binom{n+2}{r}(-1)^{r} L_{2 r, 0}\right) \\
= & A_{0,0} \cdot L_{0,0}+A_{2,0} \cdot L_{2,0}+A_{4,0} \cdot L_{4,0}+\ldots+A_{2 n+4,0} \cdot L_{2 n+4,0} \\
= & 2 \pi\left(\frac{A_{0,0}+A_{2,0} \eta^{2}+A_{4,0} \eta^{4}+\ldots+A_{2 n+4,0} \eta^{2 n+4}}{\sqrt{\eta^{2}-1}}+\sum_{i=1}^{n+1} B_{2 i-1} \cdot \eta^{2 i-1}\right. \\
& \left.-A_{2 n+4,0} \cdot \eta^{2 n+3}\right), \tag{3.8}
\end{align*}
$$

where the coefficients $A_{2 m, 0}$ are the followings:

$$
\begin{aligned}
A_{0,0}= & a_{0,2 n+2}, \quad m=0 \\
A_{2 m, 0}= & \sum_{k=1}^{m}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right)\binom{n-k+2}{m-k}(-1)^{m-k} \\
& +a_{0,2 n+2}\binom{n+2}{m}(-1)^{m}, \quad 1 \leq m \leq n+1, \\
A_{2 n+4,0}= & \sum_{k=1}^{n+1}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right)(-1)^{n-k+2} \\
& +a_{0,2 n+2}(-1)^{n+2}, \quad m=n+2
\end{aligned}
$$

and $B_{2 i-1}=\sum_{m=i+1}^{n+2} A_{2 i-1}^{(m)} \cdot A_{2 m, 0}-A_{2 i, 0}(1 \leq i \leq n+1)$, in which the coefficients $A_{2 i-1}^{(m)}$ appearing in the equality (3.6). In order to simplify the expression (3.8), we give the following lemmas.
Lemma 3.3. The coefficients of the polynomial $\sum_{i=0}^{n+2} A_{2 i, 0} \eta^{2 i}$ satisfy the following equality

$$
\begin{equation*}
\sum_{i=0}^{n+2} A_{2 i, 0}=0 \tag{3.9}
\end{equation*}
$$

Proof. According to (3.3) and the penultimate equality in (3.8), we have

$$
\begin{align*}
& \sum_{k=1}^{n+1}\left(a_{2 k, 2 n-2 k+2}-b_{2 k-1,2 n-2 k+3}\right) \cdot \frac{\cos ^{2 k} \theta \sin ^{2 n-2 k+4} \theta}{\cos \theta+\eta}+a_{0,2 n+2} \cdot \frac{\sin ^{2 n+4} \theta}{\cos \theta+\eta} \\
& =\frac{A_{0,0}+A_{2,0} \cos ^{2} \theta+A_{4,0} \cos ^{4} \theta+\ldots+A_{2 n+4,0} \cos ^{2 n+4} \theta}{\cos \theta+\eta} \tag{3.10}
\end{align*}
$$

let $\cos \theta=1$ in the above expression, we can obtain $\sum_{i=0}^{n+2} A_{2 i, 0}=0$.

We first estimate the lower bound of the number of zeros of the function $G(\eta)$. Using (3.8) and Lemma 3.3, we have

$$
\begin{align*}
G(\eta)= & A_{0,0} \cdot L_{0,0}+A_{2,0} \cdot L_{2,0}+A_{4,0} \cdot L_{4,0}+\ldots+A_{2 n+4,0} \cdot L_{2 n+4,0} \\
= & -\left[A_{0,0}\left(L_{2 n+4,0}-L_{0,0}\right)+A_{2,0}\left(L_{2 n+4,0}-L_{2,0}\right)+\ldots\right.  \tag{3.11}\\
& \left.+A_{2 n+2,0}\left(L_{2 n+4,0}-L_{2 n+2,0}\right)\right] .
\end{align*}
$$

It is worth to notice that the determinant of the Jacobian matrix

$$
\left|\frac{\partial\left(A_{0,0}, A_{2,0}, \ldots, A_{2 n+2,0}\right)}{\partial\left(a_{0,2 n+2}, a_{2,2 n}, \ldots, a_{2 n+2,0}\right)}\right|=1 \neq 0
$$

This implies that the coefficients $A_{0,0}, A_{2,0}, \ldots, A_{2 n+2,0}$ are independent. In order to identify that $L_{2 n+4,0}-L_{0,0}, L_{2 n+4,0}-L_{2,0}, \ldots, L_{2 n+4,0}-L_{2 n+2,0}$ are linearly independent functions, we carry out Taylor expansions in the variable $\eta$ around $\eta=+\infty$ for the functions $L_{2 n+4,0}-L_{2 m, 0}(m=0,1, \ldots, n+1)$ :

$$
\begin{align*}
L_{2 n+4,0}-L_{0,0}= & 2 \pi\left[\left(\frac{(2 n+3)!!}{(2 n+4)!!}-1\right) \frac{1}{\eta}+\left(\frac{(2 n+5)!!}{(2 n+6)!!}-\frac{1!!}{2!!}\right) \frac{1}{\eta^{3}}\right. \\
& \left.+\ldots+\left(\frac{(4 n+5)!!}{(4 n+6)!!}-\frac{(2 n+1)!!}{(2 n+2)!!}\right) \frac{1}{\eta^{2 n+3}}\right]+\mathcal{O}\left(\frac{1}{\eta^{2 n+5}}\right) \\
L_{2 n+4,0}-L_{2 m, 0}= & 2 \pi\left[\left(\frac{(2 n+3)!!}{(2 n+4)!!}-\frac{(2 m-1)!!}{(2 m)!!}\right) \frac{1}{\eta}+\left(\frac{(2 n+5)!!}{(2 n+6)!!}-\frac{(2 m+1)!!}{(2 m+2)!!}\right) \frac{1}{\eta^{3}}\right. \\
& \left.+\ldots+\left(\frac{(4 n+5)!!}{(4 n+6)!!}-\frac{(2 n+2 m+1)!!}{(2 n+2 m+2)!!}\right) \frac{1}{\eta^{2 n+3}}\right] \\
& +\mathcal{O}\left(\frac{1}{\eta^{2 n+5}}\right), \quad 1 \leq m \leq n+1 . \tag{3.12}
\end{align*}
$$

Now computing the determinant of the coefficient matrix of the variables $\frac{1}{\eta}, \frac{1}{\eta^{3}}, \ldots$, $\frac{1}{\eta^{2 n+3}}$, we obtain

$$
\bar{D}=(2 \pi)^{n+2}\left|\begin{array}{cccc}
\frac{(2 n+3)!!}{(2 n+4)!!}-1 & \frac{(2 n+5)!!}{(2 n+6)!!}-\frac{1!!}{2!!} & \cdots & \frac{(4 n+5)!!}{(4 n+6)!!}-\frac{(2 n+1)!!}{(2 n+2)!!} \\
\frac{(2 n+3)!!}{(2 n+4)!!}-\frac{1!!}{2!!} & \frac{(2 n+5)!!}{(2 n+6)!!}-\frac{3!!}{4!!} & \cdots & \frac{(4 n+5)!!}{(4 n+6)!!}-\frac{(2 n+3)!!}{(2 n+4)!!} \\
\frac{(2 n+3)!!}{(2 n+4)!!}-\frac{3!!}{4!!} & \frac{(2 n+5)!!}{(2 n+6)!!}-\frac{5!}{6!!} & \cdots & \frac{(4 n+5)!}{(4 n+6)!!}-\frac{(2 n+5)!!}{(2 n+6)!!} \\
\frac{(2 n+3)!!}{(2 n+4)!!}-\frac{5!!}{6!!} & \frac{(2 n+5)!!}{(2 n+6)!!}-\frac{7!!}{8!!} & \cdots & \frac{(4 n+5)!!}{(4 n+6)!!}-\frac{(2 n+7)!!}{(2 n+8)!!} \\
\vdots & \vdots & & \vdots \\
\frac{(2 n+3)!!}{(2 n+4)!!}-\frac{(2 n+1)!!}{(2 n+2)!!} & \frac{(2 n+5)!!}{(2 n+6)!!}-\frac{(2 n+3)!!}{(2 n+4)!!} & \cdots & \frac{(4 n+5)!!}{(4 n+6)!!}-\frac{(4 n+3)!!}{(4 n+4)!!}
\end{array}\right|
$$

$$
\begin{aligned}
& =(2 \pi)^{n+2}\left|\begin{array}{ccccc}
1 & 1 & \frac{1!!}{2!!} & \cdots & \frac{(2 n+1)!!}{(2 n+2)!!} \\
1 & \frac{1!!}{2!!} & \frac{3!!}{4!!} & \cdots & \frac{(2 n+3)!!}{(2 n+4)!} \\
1 & \frac{3!!}{4!!} & \frac{5!}{6!!} & \cdots & \frac{(2 n+5)!}{(2 n+6)!!} \\
1 & \frac{5!!}{6!!} & \frac{7!!}{8!!} & \cdots & \frac{(2 n+7)!!}{(2 n+8)!!} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \frac{(2 n+1)!!}{(2 n+2)!!} & \frac{(2 n+3)!!}{(2 n+4)!!} & \cdots & \frac{(4 n+3)!!}{(4 n+4)!!} \\
1 & \frac{(2 n+3)!!}{(2 n+4)!!} & \frac{(2 n+5)!!}{(2 n+6)!!} & \cdots & \frac{(4 n+5)!!}{(4 n+6)!!}
\end{array}\right| \\
& =(2 \pi)^{n+2}\left|\begin{array}{ccccc}
1 & 1 & \frac{1!!}{2!!} & \cdots & \frac{(2 n+1)!!}{(2 n+2)!!} \\
0 & -\frac{1!!}{2!!} & -\frac{1!!}{4!!} & \cdots & -\frac{(2 n+1)!!}{(2 n+4)!!} \\
0 & -\frac{1!!}{4!!} & -\frac{3!!}{6!!} & \cdots & -\frac{(2 n+3)!!}{(2 n+6)!!} \\
0 & -\frac{3!!}{6!!} & -\frac{5!!}{8!!} & \cdots & -\frac{(2 n+5)!!}{(2 n+8)!!} \\
\vdots & \vdots & \vdots & & \vdots \\
0 & -\frac{(2 n-1)!!}{(2 n+2)!!} & -\frac{(2 n+1)!!}{(2 n+4)!!} & \cdots & -\frac{(4 n+1)!!}{(4 n+4)!!} \\
0 & -\frac{(2 n+1)!!}{(2 n+4)!!} & -\frac{(2 n+3)!!}{(2 n+6)!!} & \cdots & -\frac{(4 n+3)!!}{(4 n+6)!!}
\end{array}\right| \\
& =(-2 \pi)^{n+2}\left|\begin{array}{cccc}
\frac{1!!}{2!!} & \frac{1!!}{4!!} & \cdots & \frac{(2 n+1)!!}{(2 n+4)!!} \\
\frac{1!!}{4!!} & \frac{3!!}{6!!} & \cdots & \frac{(2 n+3)!!}{(2 n+6)!!} \\
\frac{3!!}{6!!} & \frac{5!!}{8!!} & \cdots & \frac{(2 n+5)!!}{(2 n+8)!!} \\
\vdots & \vdots & & \vdots \\
\frac{(2 n-1)!!}{(2 n+2)!!} & \frac{(2 n+1)!!}{(2 n+4)!!} & \cdots & \frac{(4 n+1)!!}{(4 n+4)!!} \\
\frac{(2 n+1)!!}{(2 n+4)!!} & \frac{(2 n+3)!!}{(2 n+6)!!} & \cdots & \frac{(4 n+3)!!}{(4 n+6)!!}
\end{array}\right| \\
& =K_{0}\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\frac{1}{4} & \frac{3}{6} & \cdots & \frac{2 n+3}{2 n+6} \\
\frac{3 \cdot 1}{6 \cdot 4} & \frac{5 \cdot 3 \cdot 1}{8 \cdot 6} & \cdots & \frac{(2 n+5)(2 n+3)}{(2 n+8)(2 n+6)} \\
\vdots & \vdots & & \vdots \\
\frac{(2 n-1)!!}{(2 n+2) \cdots 6 \cdot 4} & \frac{(2 n+1)!!}{(2 n+4) \cdots 8 \cdot 6} & \cdots & \frac{(4 n+1) \cdots(2 n+3)}{(4 n+4) \cdots(2 n+6)} \\
\frac{(2 n+1)!!}{(2 n+4) \cdots 6 \cdot 4} & \frac{(2 n+3)!!}{(2 n+6) \cdots 8 \cdot 6} & \cdots & \frac{(4 n+3) \cdots(2 n+3)}{(4 n+6) \cdots(2 n+6)}
\end{array}\right|
\end{aligned}
$$

$$
=K\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\frac{1}{4} & \frac{1}{6} & \cdots & \frac{1}{2 n+6} \\
\frac{1}{6} & \frac{1}{8} & \cdots & \frac{1}{2 n+8} \\
\vdots & \vdots & & \vdots \\
\frac{1}{2 n+2} & \frac{1}{2 n+4} & \cdots & \frac{1}{4 n+4} \\
\frac{1}{2 n+4} & \frac{1}{2 n+6} & \cdots & \frac{1}{4 n+6}
\end{array}\right|=\left(\frac{1}{2}\right)^{n+1} K\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\frac{1}{2} & \frac{1}{3} & \cdots & \frac{1}{n+3} \\
\frac{1}{3} & \frac{1}{4} & \cdots & \frac{1}{n+4} \\
\vdots & \vdots & & \vdots \\
\frac{1}{n+1} & \frac{1}{n+2} & \cdots & \frac{1}{2 n+2} \\
\frac{1}{n+2} & \frac{1}{n+3} & \cdots & \frac{1}{2 n+3}
\end{array}\right|
$$

where

$$
\begin{aligned}
K_{0} & =(-2 \pi)^{n+2} \cdot \frac{1}{2} \cdot \frac{1}{4!!} \cdot \frac{3!!}{6!!} \cdots \frac{(2 n-1)!!}{(2 n+2)!!} \cdot \frac{(2 n+1)!!}{(2 n+4)!!} \\
K & =K_{0}(-3)^{n+1} \prod_{k=3}^{n+2}\left(\frac{2 k-1}{2 k-4}\right)^{n-k+3}
\end{aligned}
$$

It is clear that $K \neq 0$. Hence, $\bar{D} \neq 0$. So we have that the set of $n+2$ functions given by $\left\{L_{2 n+4,0}-L_{0,0}, L_{2 n+4,0}-L_{2,0}, \ldots, L_{2 n+4,0}-L_{2 n+2,0}\right\}$ is linearly independent. By Proposition 2.1, it is easy to know that $G(\eta)$ has at least $n+1$ zeros in $(1,+\infty)$, which means that system (1.4) has at least $n+1$ limit cycles bifurcating from the period solutions of the unperturbed one.

In what follows, we estimate the sharp upper bound of the number of zeros of $G(\eta)$. We first recall some definitions and properties of symmetric polynomial.

Given a real polynomial

$$
S(x)=s_{n} x^{n}+s_{n-1} x^{n-1}+\ldots+s_{0}=s_{n} \prod_{i=1}^{n}\left(x-x_{i}\right)
$$

let us denote by $S^{*}(x)$ the reciprocated polynomial of $S(x)$, namely,

$$
S^{*}(x)=x^{n} S\left(x^{-1}\right)=s_{n}+s_{n-1} x+\ldots+s_{0} x^{n} .
$$

Obviously, the zeros of $S^{*}(x)$ are the inverses $x_{i}^{-1}$ of the zeros of $S(x)$.
A polynomial $S_{k}(x)$ of degree $k$ is called a symmetric (or mirror) polynomial if $S_{k}^{*}(x)=S_{k}(x)$. Therefore, $S_{k}(x)$ is symmetric if and only if

$$
S_{k}(x)=\sum_{i=0}^{k} s_{i} x^{i}, \quad s_{i}=s_{k-i}, i=0,1, \ldots, k
$$

The following result, which will be used later, is based on Lemma 3.3.
Lemma 3.4. Let

$$
h\left(\omega^{2}\right)=\sum_{i=0}^{n+2} A_{2 i, 0}\left(1+\omega^{2}\right)^{2 i}\left(1-\omega^{2}\right)^{2 n-2 i+4}
$$

then the leading coefficient and the constant term of $h\left(\omega^{2}\right)$ are both zeros, i.e. $h\left(\omega^{2}\right)=\omega^{2} R_{2 n+2}^{*}\left(\omega^{2}\right)$, where $R_{2 n+2}^{*}\left(\omega^{2}\right)$ denotes a symmetric polynomial of degree $2 n+2$ with respect to $\omega^{2}$.

Proof. Note that $h\left(\omega^{2}\right)$ is a symmetric polynomial with respect to $\omega^{2}$, whose constant term is $\sum_{i=0}^{n+2} A_{2 i, 0}$. It follows directly from Lemma 3.3 that $h\left(\omega^{2}\right)=$ $\omega^{2} R_{2 n+2}^{*}\left(\omega^{2}\right)$, the symmetry of coefficients of $R_{2 n+2}^{*}\left(\omega^{2}\right)$ follows directly from $h\left(\omega^{2}\right)$. This completes the proof.

Using the above results and making the transformation $\eta=\frac{1+\omega^{2}}{1-\omega^{2}}$ for $0<\omega<1$, (3.8) can be changed to

$$
\begin{align*}
G(\eta)= & 2 \pi\left(\frac{A_{0,0}+A_{2,0} \eta^{2}+A_{4,0} \eta^{4}+\ldots+A_{2 n+4,0} \eta^{2 n+4}}{\sqrt{\eta^{2}-1}}+\sum_{i=1}^{n+1} B_{2 i-1} \cdot \eta^{2 i-1}\right. \\
& \left.-A_{2 n+4,0} \cdot \eta^{2 n+3}\right) \\
= & 2 \pi\left\{\frac { 1 - \omega ^ { 2 } } { 2 \omega } \left[A_{0,0}+A_{2,0}\left(\frac{1+\omega^{2}}{1-\omega^{2}}\right)^{2}+A_{4,0}\left(\frac{1+\omega^{2}}{1-\omega^{2}}\right)^{4}+\ldots\right.\right. \\
& \left.+A_{2 n+4,0}\left(\frac{1+\omega^{2}}{1-\omega^{2}}\right)^{2 n+4}\right]+\sum_{i=1}^{n+1} B_{2 i-1}\left(\frac{1+\omega^{2}}{1-\omega^{2}}\right)^{2 i-1} \\
& \left.-A_{2 n+4,0}\left(\frac{1+\omega^{2}}{1-\omega^{2}}\right)^{2 n+3}\right\} \\
= & 2 \pi\left[\frac{h\left(\omega^{2}\right)}{2 \omega\left(1-\omega^{2}\right)^{2 n+3}}+\frac{1}{\left(1-\omega^{2}\right)^{2 n+3}} \cdot\left(\sum_{i=1}^{n+1} B_{2 i-1}\left(1+\omega^{2}\right)^{2 i-1}\left(1-\omega^{2}\right)^{2 n-2 i+4}\right.\right. \\
& \left.\left.-A_{2 n+4,0}\left(1+\omega^{2}\right)^{2 n+3}\right)\right] \\
= & \frac{\pi}{\left(1-\omega^{2}\right)^{2 n+3}}\left[\omega \cdot R_{2 n+2}^{*}\left(\omega^{2}\right)+R_{2 n+3}\left(\omega^{2}\right)\right] \\
= & \tilde{G}(\omega) \tag{3.13}
\end{align*}
$$

where

$$
R_{2 n+3}\left(\omega^{2}\right)=2\left(\sum_{i=1}^{n+1} B_{2 i-1}\left(1+\omega^{2}\right)^{2 i-1}\left(1-\omega^{2}\right)^{2 n-2 i+4}-A_{2 n+4,0}\left(1+\omega^{2}\right)^{2 n+3}\right)
$$

denotes a symmetric polynomial of degree $2 n+3$ with respect to $\omega^{2}$. Moreover, we have the following result for $\tilde{G}(\omega)$.
Lemma 3.5. The function $\tilde{G}(\omega)$ can be expressed as

$$
\tilde{G}(\omega)=\frac{\pi(1-\omega)}{(1+\omega)^{2 n+3}} \cdot g(\omega)
$$

where $g(\omega)$ is a symmetric polynomial of degree $2 n+2$. Then, $g(\omega)$ has at most $n+1$ simple zeros in $\omega \in(0,1)$, which means that system (1.4) has at most $n+1$ limit cycles bifurcating from the period solutions of the unperturbed one.

Proof. Note the fact that

$$
\lim _{z \rightarrow 0} \int_{0}^{2 \pi} \frac{A_{0,0}+A_{2,0} \cos ^{2} \theta+A_{4,0} \cos ^{4} \theta+\ldots+A_{2 n+4,0} \cos ^{2 n+4} \theta}{\cos \theta-1+\frac{1}{(2 n+1) z^{2 n+1}}} d \theta
$$

$$
\begin{aligned}
& =\lim _{z \rightarrow 0} \int_{0}^{2 \pi} \frac{(2 n+1) z^{2 n+1}\left(A_{0,0}+A_{2,0} \cos ^{2} \theta+\ldots+A_{2 n+4,0} \cos ^{2 n+4} \theta\right)}{(2 n+1) z^{2 n+1}(\cos \theta-1)+1} d \theta \\
& =0
\end{aligned}
$$

which implies $\tilde{G}(\omega=1)=0$. Hence

$$
\tilde{G}(\omega)=\frac{\pi}{\left(1-\omega^{2}\right)^{2 n+3}}\left[\omega \cdot R_{2 n+2}^{*}\left(\omega^{2}\right)+R_{2 n+3}\left(\omega^{2}\right)\right]=\frac{\pi(1-\omega)}{(1+\omega)^{2 n+3}} \cdot g(\omega)
$$

Recalling the properties that $R_{2 n+2}^{*}\left(\omega^{2}\right)$ and $R_{2 n+3}\left(\omega^{2}\right)$ are both symmetric polynomials with respect to $\omega^{2}$, we conclude that $g(\omega)$ is a symmetric polynomial of degree $2 n+2$ with respect to $\omega$, then we know that if $\omega_{0} \neq 0$ is one root of $g(\omega)=0$, so is $1 / \omega_{0}$. Hence, the function $\tilde{G}(\omega)$ has at most $n+1$ roots in $(0,1)$, which means that system (1.4) has at most $n+1$ limit cycles bifurcating from the period solutions of the unperturbed one.

Up to now, we see that system (1.4) has at most $n+1$ limit cycles, and the upper bound can be reached for all $n$. The proof of statement (a) of Theorem 1.1 is finished.

## 4. Proof of Theorem 1.1 (b)

The goal of this section is to investigate the number of limit cycles of system (1.5) which bifurcate from the period solutions of the unperturbed system.

Under the polar coordinate transformation, system (1.5) can be changed to

$$
\begin{equation*}
\frac{d r}{d \theta}=F_{0}(\theta, r)+\varepsilon F_{1}(\theta, r)+O\left(\varepsilon^{2}\right) \tag{4.1}
\end{equation*}
$$

where $F_{0}(\theta, r)=r^{2 n+3} \cos \theta \sin \theta$ and

$$
\begin{aligned}
F_{1}(\theta, r)= & r^{2 n+3} \sum_{i+j=2 n+3}\left(c_{i, j} \cos ^{i+1} \theta \sin ^{j} \theta+d_{i, j} \cos ^{i} \theta \sin ^{j+1} \theta\right) \\
& +r^{4 n+5} \sum_{i+j=2 n+3}\left(c_{i, j} \cos ^{i+1} \theta \sin ^{j+2} \theta-d_{i, j} \cos ^{i+2} \theta \sin ^{j+1} \theta\right)
\end{aligned}
$$

Equation (4.1) $)_{\varepsilon=0}$ has the periodic solutions $r(\theta, z)=\left((n+1)\left(\cos ^{2} \theta-1\right)+\frac{1}{z^{2 n+2}}\right)^{-\frac{1}{2 n+2}}$ satisfying $r(0, z)=z$ for $0<z<(n+1)^{-\frac{1}{2 n+2}}$. The corresponding variational differential equation

$$
\frac{d M}{d \theta}=\frac{\partial}{\partial r} F_{0}(\theta, r(\theta, z)) M
$$

with $M_{z}(0, z)=1$ and has the fundamental solution

$$
M_{z}(\theta, z)=\left[(n+1) z^{2 n+2}\left(\cos ^{2} \theta-1\right)+1\right]^{-\frac{2 n+3}{2 n+2}}
$$

Next, a straightforward calculation leads to

$$
\begin{equation*}
\mathcal{F}(z)=\int_{0}^{2 \pi} M_{z}^{-1}(\theta, z) \cdot F_{1}(\theta, r) d \theta \tag{4.2}
\end{equation*}
$$

$$
\begin{align*}
= & z^{2 n+3}\left\{\int_{0}^{2 \pi} \sum_{i+j=2 n+3}\left(c_{i, j} \cos ^{i+1} \theta \sin ^{j} \theta+d_{i, j} \cos ^{i} \theta \sin ^{j+1} \theta\right) d \theta\right. \\
& \left.+\int_{0}^{2 \pi} \sum_{i+j=2 n+3} \frac{c_{i, j} \cos ^{i+1} \theta \sin ^{j+2} \theta-d_{i, j} \cos ^{i+2} \theta \sin ^{j+1} \theta}{(n+1)\left(\cos ^{2} \theta+\lambda\right)} d \theta\right\} \\
= & z^{2 n+3}\left(\bar{A}_{1}+\frac{\bar{A}_{2}}{n+1}\right), \tag{4.3}
\end{align*}
$$

where $\lambda=-1+\left[(n+1) z^{2 n+2}\right]^{-1} \in(0,+\infty)$, and

$$
\begin{align*}
& \bar{A}_{1}=c_{2 n+3,0} I_{2 n+4,0}+d_{0,2 n+3} I_{0,2 n+4}+\sum_{k=1}^{n+1}\left(c_{2 k-1,2 n-2 k+4}+d_{2 k, 2 n-2 k+3}\right) I_{2 k, 2 n-2 k+4}, \\
& \bar{A}_{2}=\sum_{k=1}^{n+2}\left(c_{2 k-1,2 n-2 k+4}-d_{2 k-2,2 n-2 k+5}\right) J_{2 k, 2 n-2 k+6} \tag{4.4}
\end{align*}
$$

with

$$
I_{2 i, 2 j}=\int_{0}^{2 \pi} \cos ^{2 i} \theta \sin ^{2 j} \theta d \theta
$$

for $i=0,1, \ldots, n+2 ; j=n-i+2$, and

$$
J_{2 i, 2 j}=\int_{0}^{2 \pi} \frac{\cos ^{2 i} \theta \sin ^{2 j} \theta}{\cos ^{2} \theta+\lambda} d \theta
$$

for $i=1,2, \ldots, n+2 ; j=n-i+3$.
Then the problem of the number of zeros of $\mathcal{F}(z)$ is equivalent to the number of zeros of $\bar{A}_{1}+\frac{\bar{A}_{2}}{n+1}$. In the following, we list an important lemma which will be used in the derivation of the formulas $\bar{A}_{1}$ and $\bar{A}_{2}$.
Lemma 4.1. For the above integrals $I_{2 i, 2 j}(i=0,1, \ldots, n+2 ; j=n-i+2)$ and $J_{2 i, 2 j}(i=1,2, \ldots, n+2 ; j=n-i+3)$, we have

$$
\begin{equation*}
I_{2 i, 2 j}=\sum_{r=0}^{j}\binom{j}{r}(-1)^{r} I_{2 i+2 r, 0}, \quad J_{2 i, 2 j}=\sum_{r=0}^{j}\binom{j}{r}(-1)^{r} J_{2 i+2 r, 0} . \tag{4.5}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
J_{2 m, 0}=2 \pi\left(\frac{(-\lambda)^{m}}{\sqrt{\lambda^{2}+\lambda}}+(-\lambda)^{m-1}+\sum_{r=0}^{m-2} D_{r}^{(m)} \lambda^{r}\right), \quad m \geq 1, \tag{4.6}
\end{equation*}
$$

where $D_{r}^{(m)}=(-1)^{r} \frac{(2 m-2 r-3)!!}{(2 m-2 r-2)!!}$.
Proof. Here we only prove the formula (4.6), the discussions for $I_{2 i, 2 j}$ and $J_{2 i, 2 j}$ are closely similar to Lemma 3.1, so we omit them.

Note that

$$
\begin{aligned}
J_{2 m, 0} & =\int_{0}^{2 \pi} \frac{\left(\cos ^{2} \theta+\lambda-\lambda\right)^{m}}{\cos ^{2} \theta+\lambda} d \theta \\
& =\sum_{k=0}^{m}\binom{m}{k}(-\lambda)^{k} \int_{0}^{2 \pi}\left(\cos ^{2} \theta+\lambda\right)^{m-k-1} d \theta \\
& \left.=\frac{2 \pi(-\lambda)^{m}}{\sqrt{\lambda^{2}+\lambda}}+2 \pi m(-\lambda)^{m-1}+\sum_{k=0}^{m-2}\binom{m}{k}(-1)^{k} \cdot\left(\begin{array}{c}
m-k-1 \\
t=0 \\
m-k-1 \\
t
\end{array}\right) \lambda^{m-t-1} I_{2 t, 0}\right) \\
& =\frac{2 \pi(-\lambda)^{m}}{\sqrt{\lambda^{2}+\lambda}}+2 \pi(-\lambda)^{m-1}+\sum_{k=0}^{m-2}\binom{m}{k}(-1)^{k} \cdot\left(\sum_{t=1}^{m-k-1}\binom{m-k-1}{t} \lambda^{m-t-1} I_{2 t, 0}\right)
\end{aligned}
$$

By using the well-known formula $I_{2 t, 0}=2 \pi \frac{(2 t-1)!!}{(2 t)!!}$, we perform the computation and obtain

$$
J_{2 m, 0}=2 \pi\left(\frac{(-\lambda)^{m}}{\sqrt{\lambda^{2}+\lambda}}+(-\lambda)^{m-1}+\sum_{r=0}^{m-2} D_{r}^{(m)} \lambda^{r}\right)
$$

where $D_{r}^{(m)}=\sum_{k=0}^{r}(-1)^{k}\binom{m}{k}\binom{m-k-1}{m-r-1} \frac{(2 m-2 r-3)!!}{(2 m-2 r-2)!!}=(-1)^{r} \frac{(2 m-2 r-3)!!}{(2 m-2 r-2)!!}$. Hence the proof of the formula (4.6) is finished.
Remark 4.1. Some explicit expressions of $J_{2 m, 0}$ are:

$$
\begin{aligned}
& J_{2,0}=-\frac{2 \pi \lambda}{\sqrt{\lambda^{2}+\lambda}}+2 \pi \\
& J_{4,0}=\frac{2 \pi \lambda^{2}}{\sqrt{\lambda^{2}+\lambda}}-2 \pi \lambda+\pi \\
& J_{6,0}=-\frac{2 \pi \lambda^{3}}{\sqrt{\lambda^{2}+\lambda}}+2 \pi \lambda^{2}-\pi \lambda+\frac{3}{4} \pi \\
& J_{8,0}=\frac{2 \pi \lambda^{4}}{\sqrt{\lambda^{2}+\lambda}}-2 \pi \lambda^{3}+\pi \lambda^{2}-\frac{3}{4} \pi \lambda+\frac{5}{8} \pi
\end{aligned}
$$

It follows from Lemma 4.1 and (4.4) that

$$
\begin{align*}
\bar{A}_{1}= & c_{2 n+3,0} I_{2 n+4,0}+d_{0,2 n+3} I_{0,2 n+4}+\sum_{k=1}^{n+1}\left(c_{2 k-1,2 n-2 k+4}+d_{2 k, 2 n-2 k+3}\right) I_{2 k, 2 n-2 k+4} \\
= & c_{2 n+3,0} I_{2 n+4,0}+d_{0,2 n+3} \cdot\left(\sum_{r=0}^{n+2}(-1)^{r}\binom{n+2}{r} I_{2 r, 0}\right) \\
& +\sum_{k=1}^{n+1}\left(c_{2 k-1,2 n-2 k+4}+d_{2 k, 2 n-2 k+3}\right) \cdot\left(\sum_{r=0}^{n-k+2}(-1)^{r}\binom{n-k+2}{r} I_{2 k+2 r, 0}\right) \\
= & H_{0,0} \cdot I_{0,0}+H_{2,0} \cdot I_{2,0}+H_{4,0} \cdot I_{4,0}+\ldots+H_{2 n+4,0} \cdot I_{2 n+4,0} \\
= & 2 \pi\left(H_{0,0}+\sum_{k=1}^{n+2} H_{2 k, 0} \cdot \frac{(2 k-1)!!}{(2 k)!!}\right) \tag{4.7}
\end{align*}
$$

where the coefficients $H_{2 m, 0}$ are the followings:

$$
H_{0,0}=d_{0,2 n+3}, \quad m=0
$$

$$
\begin{aligned}
H_{2 m, 0}= & \sum_{k=1}^{m}\left(c_{2 k-1,2 n-2 k+4}+d_{2 k, 2 n-2 k+3}\right)\binom{n-k+2}{m-k}(-1)^{m-k} \\
& +d_{0,2 n+3}\binom{n+2}{m}(-1)^{m}, \quad 1 \leq m \leq n+1 \\
H_{2 n+4,0}= & \sum_{k=1}^{n+1}\left(c_{2 k-1,2 n-2 k+4}+d_{2 k, 2 n-2 k+3}\right)(-1)^{n-k+2} \\
& +d_{0,2 n+3}(-1)^{n+2}+c_{2 n+3,0}, \quad m=n+2
\end{aligned}
$$

Based on Lemma 4.1 and (4.4), we can further obtain that

$$
\begin{align*}
\bar{A}_{2} & =\sum_{k=1}^{n+2}\left(c_{2 k-1,2 n-2 k+4}-d_{2 k-2,2 n-2 k+5}\right) J_{2 k, 2 n-2 k+6} \\
& =\sum_{k=1}^{n+2}\left(c_{2 k-1,2 n-2 k+4}-d_{2 k-2,2 n-2 k+5}\right)\left(\sum_{r=0}^{n-k+3}(-1)^{r}\binom{n-k+3}{r} J_{2 k+2 r, 0}\right) \\
& =K_{2,0} \cdot J_{2,0}+K_{4,0} \cdot J_{4,0}+\ldots+K_{2 n+6,0} \cdot J_{2 n+6,0} \\
& =2 \pi\left(\frac{\bar{K}_{1} \lambda+\bar{K}_{2} \lambda^{2}+\ldots+\bar{K}_{n+3} \lambda^{n+3}}{\sqrt{\lambda^{2}+\lambda}}+\sum_{i=0}^{n+1} E_{i} \lambda^{i}+F \lambda^{n+2}\right) \tag{4.8}
\end{align*}
$$

where the coefficients $K_{2 m, 0}$ are the followings:

$$
\begin{aligned}
K_{2 m, 0} & =\sum_{k=1}^{m}\left(c_{2 k-1,2 n-2 k+4}-d_{2 k-2,2 n-2 k+5}\right)\binom{n-k+3}{m-k}(-1)^{m-k}, 1 \leq m \leq n+2, \\
K_{2 n+6,0} & =\sum_{k=1}^{n+2}\left(c_{2 k-1,2 n-2 k+4}-d_{2 k-2,2 n-2 k+5}\right)(-1)^{n-k+3}, m=n+3
\end{aligned}
$$

and $\bar{K}_{i}=K_{2 i, 0}(-1)^{i}(i=1, \ldots, n+3)$, and $E_{i}=K_{2 i+2,0}(-1)^{i}+\sum_{m=i+2}^{n+3} K_{2 m, 0} D_{i}^{(m)}$ $(i=0,1, \ldots, n+1)$, and $F=K_{2 n+6,0}(-1)^{n+2}$.

In order to simplify the expression (4.8), we give the following lemmas.
Lemma 4.2. The coefficients of the polynomial $\sum_{i=1}^{n+3} \bar{K}_{i} \lambda^{i}$ satisfy the following equality

$$
\begin{equation*}
\sum_{i=1}^{n+3}(-1)^{n-i+3} \bar{K}_{i}=0 \tag{4.9}
\end{equation*}
$$

Proof. According to the last equality in (4.4) and the penultimate equality in (4.8), we have

$$
\begin{align*}
& \sum_{k=1}^{n+2}\left(c_{2 k-1,2 n-2 k+4}-b_{2 k-2,2 n-2 k+5}\right) \cdot \frac{\cos ^{2 k} \theta \sin ^{2 n-2 k+6} \theta}{\cos ^{2} \theta+\lambda}  \tag{4.10}\\
= & \frac{K_{2,0} \cos ^{2} \theta+K_{4,0} \cos ^{4} \theta+\ldots+K_{2 n+6,0} \cos ^{2 n+6} \theta}{\cos ^{2} \theta+\lambda}
\end{align*}
$$

let $\cos \theta=1$ in the above expression, one can obtain $\sum_{i=1}^{n+3} K_{2 i, 0}=0$. Hence, $\sum_{i=1}^{n+3}(-1)^{n-i+3} \bar{K}_{i}=(-1)^{n+3} \sum_{i=1}^{n+3} K_{2 i, 0}=0$.

Lemma 4.3. Let

$$
\psi\left(\omega^{2}\right)=\sum_{i=1}^{n+3} \bar{K}_{i} \cdot\left(\omega^{2}\right)^{i-1}\left(1-\omega^{2}\right)^{n-i+3}
$$

then the leading coefficient of $\psi\left(\omega^{2}\right)$ is zero, i.e. $\psi\left(\omega^{2}\right)=R_{n+1}^{*}\left(\omega^{2}\right)$, where $R_{n+1}^{*}\left(\omega^{2}\right)$ denotes a polynomial of degree $n+1$ with respect to $\omega^{2}$.

Proof. The conclusion follows directly from Lemma 4.2.
Next, we first study the number of zeros of $\bar{A}_{2}$. In order to make the computation easier we need to make the transformation $\lambda=\frac{\omega^{2}}{1-\omega^{2}}$ for $0<\omega<1$. Using (4.8) and Lemma 4.3, we have

$$
\begin{align*}
\bar{A}_{2}= & 2 \pi\left(\frac{\bar{K}_{1} \lambda+\bar{K}_{2} \lambda^{2}+\ldots+\bar{K}_{n+3} \lambda^{n+3}}{\sqrt{\lambda^{2}+\lambda}}+\sum_{i=0}^{n+1} E_{i} \lambda^{i}+F \lambda^{n+2}\right) \\
= & 2 \pi\left\{\frac{1-\omega^{2}}{\omega}\left[\bar{K}_{1}\left(\frac{\omega^{2}}{1-\omega^{2}}\right)+\bar{K}_{2}\left(\frac{\omega^{2}}{1-\omega^{2}}\right)^{2}+\ldots+\bar{K}_{n+3}\left(\frac{\omega^{2}}{1-\omega^{2}}\right)^{n+3}\right]\right. \\
& \left.+E_{0}+E_{1}\left(\frac{\omega^{2}}{1-\omega^{2}}\right)+\ldots+E_{n+1}\left(\frac{\omega^{2}}{1-\omega^{2}}\right)^{n+1}+F\left(\frac{\omega^{2}}{1-\omega^{2}}\right)^{n+2}\right\} \\
= & \frac{2 \pi}{\left(1-\omega^{2}\right)^{n+2}}\left(\omega \cdot \psi\left(\omega^{2}\right)+\sum_{i=0}^{n+1} E_{i} \cdot\left(\omega^{2}\right)^{i}\left(1-\omega^{2}\right)^{n-i+2}+F \cdot\left(\omega^{2}\right)^{n+2}\right) \\
= & \frac{2 \pi}{\left(1-\omega^{2}\right)^{n+2}}\left(\omega \cdot R_{n+1}^{*}\left(\omega^{2}\right)+R_{n+2}\left(\omega^{2}\right)\right) \tag{4.11}
\end{align*}
$$

where $R_{n+2}\left(\omega^{2}\right)$ denotes a polynomial of degree $n+2$ with respect to $\omega^{2}$. Moreover, we can obtain the following result.

Lemma 4.4. The formula $\bar{A}_{2}$ can be expressed as

$$
\begin{equation*}
\bar{A}_{2}=\frac{2 \pi(1-\omega)}{(1+\omega)^{n+2}} \cdot \tilde{A}(\omega) \tag{4.12}
\end{equation*}
$$

where $\tilde{A}(\omega)$ denotes a polynomial of degree $n+1$ with respect to $\omega$.
Proof. Refer to (4.8) and note that

$$
\begin{aligned}
& \lim _{z \rightarrow 0} \int_{0}^{2 \pi} \frac{K_{2,0} \cos ^{2} \theta+K_{4,0} \cos ^{4} \theta+\ldots+K_{2 n+6,0} \cos ^{2 n+6} \theta}{\cos ^{2} \theta-1+\frac{1}{(n+1) z^{2 n+2}}} d \theta \\
= & \lim _{z \rightarrow 0} \int_{0}^{2 \pi} \frac{(n+1) z^{2 n+2}\left(K_{2,0} \cos ^{2} \theta+K_{4,0} \cos ^{4} \theta+\ldots+K_{2 n+6,0} \cos ^{2 n+6} \theta\right)}{(n+1) z^{2 n+2}\left(\cos ^{2} \theta-1\right)+1} d \theta \\
= & 0 .
\end{aligned}
$$

This implies that $\bar{A}_{2}(\omega=1)=0$. Hence

$$
\bar{A}_{2}=\frac{2 \pi}{\left(1-\omega^{2}\right)^{n+2}}\left(\omega \cdot R_{n+1}^{*}\left(\omega^{2}\right)+R_{n+2}\left(\omega^{2}\right)\right)=\frac{2 \pi(1-\omega)}{(1+\omega)^{n+2}} \cdot \tilde{A}(\omega)
$$

where $\tilde{A}(\omega)$ denotes a polynomial of degree $n+1$ with respect to $\omega$.

Proof of Theorem 1.1 (b). It follows from (4.7) and Lemma 4.4 that

$$
\begin{align*}
& \bar{A}_{1}+\frac{\bar{A}_{2}}{n+1}=2 \pi\left(H_{0,0}+\sum_{k=1}^{n+2} H_{2 k, 0} \cdot \frac{(2 k-1)!!}{(2 k)!!}\right)+\frac{2 \pi(1-\omega)}{(n+1)(1+\omega)^{n+2}} \cdot \tilde{A}(\omega) \\
& =\frac{2 \pi}{(n+1)(1+\omega)^{n+2}}\left[(n+1)\left(H_{0,0}+\sum_{k=1}^{n+2} H_{2 k, 0} \cdot \frac{(2 k-1)!!}{(2 k)!!}\right)(1+\omega)^{n+2}+(1-\omega) \tilde{A}(\omega)\right] \\
& =\frac{2 \pi}{(n+1)(1+\omega)^{n+2}} \cdot A^{*}(\omega) \tag{4.13}
\end{align*}
$$

where $A^{*}(\omega)$ denotes a polynomial of degree $n+2$ with respect to $\omega$. Hence, $\bar{A}_{1}+\frac{\bar{A}_{2}}{n+1}$ has at most $n+2$ zeros in $\omega \in(0,1)$.

On the other hand, it is obvious that the set of monomials $\left\{1, \omega, \omega^{2}, \ldots, \omega^{n+2}\right\}$ is linearly independent. By Proposition 2.1, we know that $A^{*}(\omega)$ has at least $n+2$ zeros in $(0,1)$. Hence, statement (b) of Theorem 1.1 is proved.

Herewith, we complete the proof of Theorem 1.1.
Acknowledgements. We wish to thank Linping Peng for her encouragement and to Dongming Wang for his profound concern and helpful suggestions.

## References

[1] A. Buică, J. Françoise and J. Llibre, Periodic solutions of nonlinear periodic differential systems with a small parameter, Comm. Pure Appl. Anal., 2006, 6, 103-111.
[2] J. Chavarriga and M. Sabatini, A survey of isochronous centers, Qual. Theory Dyn. Syst., 1999, 1, 1-70.
[3] R. Conti, Uniformly isochronous centers of polynomial systems in $\mathbb{R}^{2}$, Lect. Notes Pure Appl. Math., 1994, 152, 21-31.
[4] R. Conti, Centers of planar polynomial systems. A review, Le Matematiche, 1998, 53, 207-240.
[5] F. Dias and L. Mello, The center-focus problem and small amplitude limit cycles in rigid systems, Disc. Contin. Dyn. Sys., 2012, 32, 1627-1637.
[6] A. Gasull, R. Prohens and J. Torregrosa, Limit cycles for rigid cubic systems, J. Math. Anal. Appl., 2005, 303, 391-404.
[7] S. Gautier, L. Gavrilov and I. Iliev, Perturbations of quadratic center of genus one, Disc. Contin. Dyn. Sys., 2009, 25, 511-535.
[8] J. Giné, M. Grau and J. Llibre, Limit cycles bifurcating from plannar polynomial quasi-homogeneous centers, J. Differ. Equ., 2015, 259, 7135-7160.
[9] M. Han and J. Li, Lower bounds for the Hilbert number of polynomial systems, J. Differ. Equ., 2012, 252, 3278-3304.
[10] M. Han, V. Romanovski and X. Zhang, Equivalence of the Melnikov function method and the averaging method, Qual. Theory Dyn. Syst., 2016, 15, 371-479.
[11] D. Hilbert, Mathematical problems, (M. Newton, Transl.) Bull. Amer. Math., 1902, 8, 437-479.
[12] B. Huang, Bifurcation of limit cycles from the center of a quintic system via the averaging method, Int. J. Bifur. Chaos, 2017, 27, 1750072-1-16.
[13] Y. Ilyashenko, Centennial history of Hilbert's 16th problem, Bull. (New Series) Am. Math. Soc., 2002, 39, 301-354.
[14] J. Itikawa and J. Llibre, Phase portraits of uniform isochronous quartic centers, J. Comput. Appl. Math., 2015, 287, 98-114.
[15] C. Li, W. Li, J. Llibre and Z. Zhang, Linear estimate of the number of zeros of Abelian integrals for some cubic isochronous centers, J. Differ. Equ., 2002, 180, 307-333.
[16] S. Li and Y. Zhao, Limit cycles of perturbed cubic isochronous center via the second order averaging method, Int. J. Bifur. Chaos, 2014, 24, 1450035-1-8.
[17] H. Liang, J. Llibre and J. Torregrosa, Limit cycles coming from some uniform isochronous centers, Adv. Nonlinear Stud., 2016, 16, 197-220.
[18] J. Llibre and J. Itikawa, Limit cycles for continuous and discontinuous perturbations of uniform isochronous cubic centers, J. Comput. Appl. Math., 2015, 277, 171-191.
[19] J. Llibre, R. Ramírez and N. Sadovskaia, On the 16th Hilbert problem for algebraic limit cycles, J. Differ. Equ., 2010, 248, 1401-1409.
[20] J. Llibre, R. Ramírez and N. Sadovskaia, On the 16th Hilbert problem for limit cycles on nonsingular algebraic curves, J. Differ. Equ., 2011, 250, 983-999.
[21] J. Llibre and G. Świrszcz, On the limit cycles of polynomial vector fields, Discr. Contin. Dyn. Syst., 2011, 18, 203-214.
[22] I. Malkin, Some problems of the theory of nonlinear oscillations (in Russian), Gosudarstv. Izdat. Tehn-Teor. Lit., Moscow, 1956.
[23] L. Peng and Z. Feng, Bifurcation of limit cycles from quartic isochronous systems, Electron. J. Differ. Equations, 2014, 95, 1-14.
[24] L. Peng and Z. Feng, Bifurcation of limit cycles from a quintic center via the second order averaging method, Int. J. Bifur. Chaos, 2015, 25, 1550047-1-18.
[25] L. Peng and Z. Feng, Limit cycles from a cubic reversible system via the thirdorder averaging method, Electron. J. Differ. Equations, 2015, 111, 1-27.
[26] L. Peng and B. Huang, Second-order bifurcation of limit cycles from a quadratic reversible center, Electron. J. Differ. Equations, 2017, 89, 1-17.
[27] M. Roseau, Vibrations non linéaires et théorie de la stabilité, Springer, New York, 1985.
[28] J. Sanders, F. Verhulst and J. Murdock, Averaging method in nonlinear dynamical systems, Springer-Verlag, New York, 2007.
[29] F. Verhulst, Nonlinear differential equations and dynamical Systems, SpringerVerlag, Berlin, 1996.
[30] D. Wang, Mechanical manipulation for a class of differential systems, J. Symb. Comput., 1991, 12, 233-254.
[31] Y. Zhao, On the number of limit cycles in quadratic perturbations of quadratic codimension-four centers, Nonlin. Anal., 2011, 24, 2505-2522.


[^0]:    ${ }^{\dagger}$ the corresponding author. Email address: Wei.Niu@buaa.edu.cn(W. Niu)
    ${ }^{1}$ School of Mathematics and Systems Science, Beihang University, LIMB of the Ministry of Education, Beijing, 100191, China
    ${ }^{2}$ Guangxi Key Laboratory of Hybrid Computation and IC Design Analysis, Nanning, 530006, China
    ${ }^{3}$ Sino-French Engineer School, Beihang University, Beijing, 100191, China
    ${ }^{4}$ Beijing Advanced Innovation Center for Big Data and Brain Computing, Beihang University, Beijing, 100191, China
    *Bo Huang was supported by open fund of Guangxi Key laboratory of hybrid computation and IC design analysis (HCIC 201602) and Wei Niu was supported by National Natural Science Foundation of China (11601023).

