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HOPF BIFURCATION IN A DIFFUSIVE
PREDATOR-PREY MODEL WITH HERD
BEHAVIOR AND PREY HARVESTING∗

Heping Jiang1,2 and Xiaosong Tang3,†

Abstract In this paper, the dynamics of a diffusive delayed predator-prey
model with herd behavior and prey harvesting subject to the homogeneous
Neumann boundary condition is considered. Firstly, choosing the harvesting
term as a bifurcation parameter, then we obtain the existence and the stability
of the equilibrium by analyzing the distribution of the roots of associated
characteristic equation. Secondly, time delay is regarding as a bifurcation
parameter, and the use of the normal form theory and center manifold theorem,
the existence, stability and direction of bifurcating periodic solutions are all
demonstrated detailly. Finally, summarizing some numerical simulations to
illustrate the theoretical analysis.
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vesting, delay.
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1. Introduction

Predator-prey model has revealed some ordinary biological phenomenons and spe-
cial relationship about biology in the real world, which can plays an very important
role in problems about mathematics, and in many aspects, it has been totally accept-
ed by many researchers. The Lotka-Volterra model is considered to be the simplest
one, it has been modified in many different ways since 1920s the time when it was
born. Especially, Rosenzweig and MacArthur improved its realism by introducing
new factors prey dependent growth and the other is a nonlinear saturating uptake
of prey by the predator (functional response). Nowadays, many models are mainly
based on the Rosenzweig-MacArthur framework, but they are all amended by em-
phasizing some specific and real factors, such as the prey’s autonomous inducible
defenses or predator’s adaptive foraging. As for population dynamics, the function
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response of predator to prey is embodied in the change in the density, which means
that if the density of prey changes and the density of predator will changes too.

In more recent time, a new study that is aimed at making interaction be a more
elaborated social is running, in which the individuals of one population gather
together with the other one shows a much more individualistic behavior [1,2,19–23,
30]. the authors who work on this field have thought out a new kind of predator-
prey model with the fact that the predator-prey interactions usually occur mainly
through the perimeter of the herd [2], and the new model can be vividly described
by the following ordinary differential equations

dX(t)
dt = r

(
1− X(t)

K

)
X(t)− α

√
X(t)Y (t),

dY (t)
dt = −sY (t) + cα

√
X(t)Y (t),

X(t) is the prey density and Y (t) is the predator density, the parameter r is viewed
as the growth rate of the prey, K is its carrying capacity, and s denotes the death
rate of the predator in the absence of prey, the parameter α is viewed as the search
efficiency of Y (t) for X(t), the parameter c is biomass conversion or consumption
rate. This model is usually also known as the predator-prey model along with herb
behavior, and it has already been proved that there is the existence of the possibility
of sustained limit cycles and more surprising founding is that the solution behavior
near the origin is much more subtle and interesting than the classical one.

In terms of human survival needs, the use of biological resources and harvest-
ing of populations are common in fishery, forestry, and wildlife management. At
the same time, there is also a wide range of interests in using the biological eco-
nomic models to detailly understand the scientific management of same renewable
resources which has a close relation with the optimal management of these renew-
able resources. It is known to us all that a harvesting in preys can have a indirect
but great influence on the predators’ population, because of the sharp reduction of
food population in the area. There are three different and basic types of harvesting
being reported in the literature: (a) Constant harvesting, h(x) = h, which means
that there is a fixed number of individuals per unit of time [4]. (b) Proportional
harvesting h(x) = Ex. (c) Holling type II harvesting h(x) = qEx

m1E+m2x
, the x is

represented as the population of harvesting (prey or predator). For example, the au-
thors worked with a model with Holling type II harvesting in prey in [7,8,12,28,29]
and with Holling type II harvesting in predator in [9, 10,31].

Based on the work of [7, 8] and [19,20] , we propose a new model as following
∂X(x,t)
∂t = r

(
1− X(x,t)

K

)
X(x, t)− α

√
X(x, t)Y (x, t)− qEX(x,t)

m1E+m2X(x,t)

+ d1∆X(x, t),
∂Y (x,t)
∂t = −sY (x, t) + cα

√
X(x, t)Y (x, t) + d2∆Y (x, t).

(1.1)

By setting

u =
1

K
X, v =

α

r
√
K
Y, t̃ = rt, x̃ = x

and dropping the bars for the sake of simplicity, then the system (1.1) can be
transformed into

∂u(x,t)
∂t = (1− u(x, t))u(x, t)−

√
u(x, t)v(x, t)− hu(x,t)

η+u(x,t) + d1∆u(x, t),

∂v(x,t)
∂t = γv(x, t)

(
−β +

√
u(x, t)

)
+ d2∆v(x, t),

(1.2)
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where

γ =
1

cα
√
K
, β =

s

cα
√
K
, h =

qE

m2
, η =

m1E

m2K
.

The system (1.2) with homogeneous Neumann boundary conditions is as follows



∂u(x,t)
∂t = (1− u(x, t))u(x, t)−

√
u(x, t)v(x, t)− hu(x,t)

η+u(x,t) + d1∆u(x, t),

∂v(x,t)
∂t = γv(x, t)

(
−β +

√
u(x, t)

)
+ d2∆v(x, t),

ux(0, t) = ux(π, t) = vx(0, t) = vx(π, t) = 0, t ≥ 0,

u(x, t) = φ(x, t), v(x, t) = ψ(x, t) ≥ 0, x ∈ [0, π],

(1.3)

where u(t) and v(t) are the representations of the prey and predator densities,
respectively, at time t. βγ is viewed as the death rate of the predator in the absence
of prey, γ is thought of as the conversion or the consumption rate of prey to predator.

Time delay plays an quite important roles in the realistic model. The consump-
tion of prey will affect the number of predators to some extent in the later time.
Initially, differential equations which are come with time delays are all elaborated
in ordinary differential equations [14, 28]. In more recent years, authors pay more
attention to partial differential system, this kind of diffusion is taken into consider-
ation [13, 15–17, 21–24, 26, 27, 30]. The most of those authors mainly concentrated
on studying the delay effect of the reaction-diffusion system, and seriousing inves-
tigate the stability/instability of the coexistence equilibrium and associated with
Hopf bifurcation [3,12,16,19,20,29]. Hence, we will continue to study the dynamics
of following system



∂u(x,t)
∂t = (1− u(x, t))u(x, t)−

√
u(x, t)v(x, t)− hu(x,t)

η+u(x,t) + d1∆u(x, t),

∂v(x,t)
∂t = γv(x, t)

(
−β +

√
u(x, t− τ)

)
+ d2∆v(x, t),

ux(0, t) = ux(π, t) = vx(0, t) = vx(π, t) = 0, t ≥ 0,

u(x, t) = φ(x, t), v(x, t) = ψ(x, t) ≥ 0, x ∈ [0, π]× [−τ, 0],

(1.4)

where the parameter τ is nonnegative, and represent the delay effect.

This paper is mainly aimed at considering the delay-induced Hopf bifurcation for
the system (1.4) with the use of the normal form and the center manifold theory.
The paper is going to be conclued as follows. In Section 2, the parameter h is
regarded as a bifurcation parameter, and we consider about the Hopf bifurcation of
the local system of (1.3). In Section 3, we firstly start at investigating the existence
of the delay-induce Hopf bifurcation for the widely diffusive predator-prey model.
Secondly, we carefully calculate the normal form on the center manifold just in
order to further discuss the dynamical behavior around the delay-induced Hopf
bifurcation value. Thirdly, we presented some accurate numerical simulations to
precisely illustrate and expand our theoretical results. In Section 4, we end this
paper with some discussions.
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2. Stability and bifurcation analysis

2.1. Stability and bifurcation analysis for the system (1.3) with-
out diffusion

In order to further study the complex dynamics of the system (1.3), we firstly begin
with discussing the dynamics of system (1.3) without diffusion as following

du(t)
dt = (1− u(t))u(t)−

√
u(t)v(t)− hu(t)

η+u(t) ,

dv(t)
dt = γv(t)

(
−β +

√
u(t)

)
.

(2.1)

Proposition 2.1. For the system (2.1),
(a) The trivial equilibrium point E0(0, 0);
(b) When 2

√
h − 1 < η < min{1, h}, the semi-trivial equilibrium point E1 (u1, 0)

exists, where u1 =
(1−η)−

√
(1−η)2−4(h−η)

2 ;

(c) When 2
√
h − 1 < η < min{1, h} or h < η, the semi-trivial equilibrium point

E2 (u2, 0) exsits, where u2 =
(1−η)+

√
(1−η)2−4(h−η)

2 ;
(d) When h <

(
1− β2

) (
η + β2

)
, the unique positive equilibrium point E∗ (u∗, v∗)

exsits, where u∗ = β2, v∗ = β
(
1− β2

)
− hβ

η+β2 .

The linearization of (2.1) is du(t)
dt

dv(t)
dt

 = A

u(t)

v(t)

 , A =

a11 a12

a21 a22

 ,

where the matrix A is indeterminate at E0(0, 0).
The characteristic equaion is

λ2 + T0λ+D0 = 0, (2.2)

where

T0 = −(a11 + a22), D0 = a11a22 − a12a21.

At the equilibria Ej , j = 1, 2,

a11 =
uj (1− η − 2uj)

η + uj
, a12 = −√uj , a21 = 0, a22 = γ

(
−β +

√
uj
)

(uj > 0) .

If

(1− η − 2uj)
(
−β +

√
uj
)
< 0,

then D0 > 0, the equilibria Ej is unstable.
If

(1− η − 2uj)
(
−β +

√
uj
)
> 0,

then D0 < 0, the equilibria Ej is locally asymptotically stable if T0 > 0, and the
equilibria Ej is unstable if T0 < 0.

According to above the series of discussion, we can obtain the results as follows.
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Proposition 2.2. For the system (2.1),
(a) E1 (u1, 0) is unstable;
(b) E2 (u2, 0) is locally asymptotically stable if h < η

(
1 + β2

)
− β2

(
1− β2

)
, and

E2 (u2, 0) is a saddle point if h > η
(
1 + β2

)
− β2

(
1− β2

)
.

At the equilibrium E∗,

a11 =
1

2
− 3

2
β2 − hη

2(η + β2)2
+

hβ2

2(η + β2)
, a12 = −β,

a21 =
γ

2

(
1− β2 − h

η + β2

)
, a22 = 0.

(2.3)

Since

T0 = −

(
1

2
− 3

2
β2 − hη

2 (η + β2)
2 +

hβ2

2(η + β2)

)
, D0 =

γβ

2

(
1− β2 − h

η + β2

)
.

In order to better study the stability of the positive equilibrium E∗ for system
(2.1), we present the mathmatical relation between the parameters h and β that
appearing in the known equations. Denote

h0(η, β) :=

(
η + β2

)2 (
1− 3β2

)
η (1− β2)− β4

> 0,

then T0(η, β, h0(η, β)) = 0.
In the following content, we analyze the existence of Hopf bifurcation at the

interior equilibrium E∗ by choosing the parameter h as the bifurcation parameter.
In fact, h can also be regarded as the harvesting rate of prey, and plays an important
role in determining the stability of the interior equilibrium and influencing the
existence of Hopf bifurcation.

If we choose to consider h as a bifurcation parameter, then (2.2) has a pair of
opposite purely imaginary eigenvalues ω = ±

√
D0 when the value of h is h = h0.

Therefore, the system (2.1) has a very small amplitude nonconstant periodic solution
which is bifurcated from the positive E∗ when the parameter h crosses through h0

if the transversal condition is satisfied.
Let λ(h) = α(h) + iω(h) be the root of (2.2), then

α(h) =
1

2
T0(h), ω(h) = −1

2

√
4D0(h)− T 2

0 (h).

Hence, α(h0) = 0 and

α′ (h0) = −
η
(
1− β2

)
− β4

2 (η + β2)
2 6= 0, η 6= β4

1− β2
. (2.4)

Which we can imply that the sysytem (2.1) will undergo Hopf bifurcation at E∗ as
the parameter h passes through the h0, when the transversal condition (2.4) holds.

Proposition 2.3. If h <
(
1− β2

) (
η + β2

)
and the parameters γ, η, β are all pos-

itive. Then for the system (2.1),
(a) The positive equilibrium point E∗ (u∗, v∗) is locally asymptotically stable when

h > h0 =
(η+β2)

2
(1−3β2)

η(1−β2)−β4 , and E∗ (u∗, v∗) is unstable when h < h0
(η+β2)

2
(1−3β2)

η(1−β2)−β4 ;
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(b) The system (2.1) undergoes a Hopf bifurcation at the positive equilibrium E∗(u∗,v∗)

when h = h0 =
(η+β2)

2
(1−3β2)

η(1−β2)−β4 .

For the system (2.1), we can obtain the Hopf bifurcation line H0 : h0 =
(η+β2)

2
(1−3β2)

η(1−β2)−β4 , and the stability region D =
{

(β, h)|h0 < h <
(
1− β2

) (
η + β2

)}
of the positive equilibrium E∗ (u∗, v∗). Fixed γ = 2, we depict the stability re-
gions for the positive equilibrium E∗ in the β − h plane, (A) : η = 0.5 < 1 and
(B) : η = 1.2 > 1, which is showed Fig.1.

β

h

(A)

0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

stable H
0

β

h

(B)

0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

stable
H

0

Figure 1. The stability region in the β − h plane, (A): η = 0.5 < 1; (B): η = 1.2 > 1.

Next, we will continue to study the delay-include Hopf bifurcation for the diffu-
sive predator-prey model.

2.2. Spatial-temporal dynamics for the diffusive model

Let

f (1)(u, v) = (1− u(x, t))u(x, t)−
√
u(x, t)v(x, t)− hu(x, t)

η + u(x, t)
,

f (2)(u, v) = γv(x, t)
(
−β +

√
u(x, t− τ)

)
.

The linearization of (1.4) at the positive equilibrium E∗ is ∂u(x,t)
∂t

∂v(x,t)
∂t

 = D∆

u(x, t)

v(x, t)

+A0

u(x, t)

v(x, t)

+A1

u(x, t− τ)

v(x, t− τ)

 , (2.5)

with

D∆ =

d1∆ 0

0 d2∆

 , A0 =

a11 a12

0 a22

 , A1 =

 0 0

a21 0

 ,

where a11, a12, a21, a22 are given in (2.3).
Hence, the characteristic equation of (2.5) is

det
(
λI −Mk −A0 −A1e

−λτ) = 0, (2.6)
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where I is the 2 × 2 identity matrix and Mk = −k2diag{d1, d2}, k ∈ N0, which
imply that

λ2+[(d1+d2)k2−(a11+a22)]λ+d1d2k
4−(a11d2+a22d1)k2+(a11a22−a12a21e

−λτ ) = 0.
(2.7)

When τ = 0,
λ2 + Tkλ+Dk = 0, (2.8)

where
Tk = (d1 + d2)k2 − (a11 + a22),

Dk = d1d2k
4 − (a11d2 + a22d1) k2 + (a11a22 − a12a21) . (2.9)

So, we obtain a long series of Hopf bifurcation lines Hk

hk =
[
2(d1 + d2)k2 +

(
1− 3β2

)] (
η + β2

)2
η (1− β2)− β4

, k = 1, 2, 3, · · · .

Obviously, the value of hk increases as k increases when the value of η > β4

1−β2 , this
is imply that h0 < h1 < h2 < h3 < · · · .

When τ 6= 0, Assume that λ = iω, and then substitute iω into (2.7), we can
obtain

− ω2 + i[(d1 + d2)k2 − (a11 + a22)]ω + d1d2k
4 − (a11d2 + a22d1)k2

+ (a11a22 − a12a21e
−iωτ ) = 0.

(2.10)

Separating the real parts and imaginary parts, we have{
−ω2 + d1d2k

4 − (a11d2 + a22d1)k2 + a11a22 − a12a21 cosωτ = 0,[
(d1 + d2)k2 − (a11 + a22)

]
ω + a12a21 sinωτ = 0,

(2.11)

which is equivalent to
ω4 + Pkω

2 +Qk = 0, (2.12)

where
Pk =

[
d1k

2 − a11

]2
+
[
d2k

2 − a22

]2
,

Qk = Dk

[
d1d2k

4 − (a11d2 + a22d1) k2 + (a11 + a22)
]
.

For 0 < k < N1, there is an unique positive root ωk of (2.12) is

ωk =

√
−Pk +

√
P 2
k − 4Qk

2
. (2.13)

By (2.11), we can obtain

τ jk = τ0
k +

2πj

ωk
, τ0
k =

1

ωk
arccos

−ω2 + d1d2k
4 − (a11d2 + a22d1)k2 + a11a22

a12a21
(2.14)

for k ∈ {0, 1, 2, · · · , N1}.
Lemma 2.1. Assume that h <

(
1− β2

) (
η + β2

)
hold, then

τ jN1
≥ τ jk+1 ≥ τ

j
k ≥ · · · ≥ τ

j
1 ≥ τ

j
0 ,

for j ∈ N0.
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Lemma 2.2. If the condition h <
(
1− β2

) (
η + β2

)
holds. Jk < 0, Dk > 0 for any

k ∈ N0. Then (2.6) has a pair has a pair of purely imaginary roots iωk for each
k ∈ {0, 1, 2, · · · , N1} and at the same time (2.6) has no purely imaginary roots for
k ≥ N1 + 1.

Let λ(τ) = α(τ) + iδ(τ) be the roots of (2.6) near τ = τ jk satisfying α
(
τ jk

)
=

0, δ
(
τ jk

)
= ωk. Then we can have the following transversality condition.

Lemma 2.3. For k ∈ {0, 1, 2, · · · , N1} and J ∈ N0, dRe(λ)
dτ |τ=τjk

> 0.

Proof. Differentiating two sides of (2.6), we get

Re

(
dλ

dτ

)−1

= Re

[
(2λ+ Tk)eλτ

−a12a21λ
− τ

λ

]
.

Thus, by (2.11) and (2.13), we have

Re

((
dλ

dτ

)−1
)
|τ=τjk

= Re

[
(2λ+ Tk)eλτ

−a12a21λ
− τ

λ

]
|τ=τjk

= Re

[
(2iωk + Tk)eiωkτ

j
k

−ia12a21ωk
−

τ jk
iωk

]

=
Tk sinωkτ

j
k − 2ωk cosωkτ

j
k

a12a21ωk
=

ω2
k + Pk

(a12a21)
2 > 0.

Clearly,

τ0
k = min

j∈N0

{
τ jk

}
, k ∈ {0, 1, 2, · · · , N1},

and from Lemma 2.1, we alrealy know that τ0
0 = min

{
τ jk : 0 ≤ k ≤ N1, j ∈ N0

}
.

Denote τ∗ = τ0
0 . Let λ(τ) = α(τ)+iδ(τ) be the pair of roots of (2.6) near τ = τ jk sat-

isfying α
(
τ jk

)
= 0 and δ

(
τ jk

)
= ωk. Then we can have the following transversality

condition.

Theorem 2.1. Assume that the condition the parameter h <
(
1− β2

) (
η + β2

)
hold. ωk and τ jk is defined by (2.13) and (2.14), respectively. Denote the minimum

value of the critical values of delay by τ∗ = mink,j

{
τ jk

}
.

(a) The positive equilibrium E∗ (u∗, v∗) of system (1.4) is asymptotically stable for
τ ∈ (0, τ∗) and unstable for (τ∗,+∞);

(b) System (1.4) undergoes Hopf bifurcations near the positive equilibrium E∗ (u∗, v∗)
at τ jk for k ∈ {0, 1, 2, · · · , N1} and j ∈ N0.
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3. Normal form of Hopf bifurcation for the diffusive
model

3.1. Normal form of the harvesting rate-induce Hopf bifurca-
tion for a diffusive model

For U1 = (u1, v1)T , U2 = (u2, v2)T ∈ X, define the inner product

[U1, U2] =

∫ π

0

(u1u2 + v1v2)dx,

where X =
{

(u, v) ∈W 2,2(0, π)|∂u∂x = ∂v
∂x = 0 at x = 0, π

}
.

We denote h∗ = hj and then introduce a new parameter ε ∈ R by setting
h = h∗ + ε such that ε = 0 is obviously being the bifurcation value. Rewrite the
positive equilibrium as a parameter-dependent form E∗ε (u∗(ε), v∗(ε)) with

u∗(ε) = β2, v∗ = β
(
1− β2

)
− (h∗ + ε)β

η + β2
.

Setting ũ(., t) = u(., t)−u∗(ε), ṽ(., t) = v(., t)−v∗(ε), Ũ(t) = (ũ(., t), ṽ(., t)) and then
dropping the tides for the simplification of notation, system (1.3) can be written
just as the equation

dU(t)

dt
= D∆U + L0(U) + f(U, ε),

where

D∆U =

d1∆u

d2∆v

 , L0(U) =

a11u a12v

a21u a22v

 ,

f(U, ε) =
∑

i+j+i≥2

1

i!j!l!
fijlu

ivjεl, fijl =
(
f

(1)
ijl , f

(2)
ijl

)T
,

with f
(n)
ijl = ∂i+j+lf̃(n)(0,0,0)

∂ui∂vj∂εl
, n = 1, 2, and

f̃ (1)(u, v, ε) = (1− (u+ u∗(ε))) (u+ u∗(ε))−
√
u+ u∗(ε) (v + v∗(ε))

− (h∗ + ε) (u+ u∗(ε))

η + (u+ u∗(ε))
,

f̃ (2)(u, v, ε) = γ (v + v∗(ε))
(
−β +

√
u+ u∗(ε)

)
. (3.1)

By a direct computation, we obtain f020 = f120 = f030 = 0.
We assume that there do exist a k ∈ N0 such that ∆k = 0 with h = h∗ has a pair

of purely imaginary roots ±iωk and the remaining roots of characteristic equation
(2.8) will have nonzero real parts, where

ωk=

√
d1d2k4−d2

(
1

2
− 3

2
β2− h∗η

2(η + β2)2
+

h∗β2

2(η+β2)

)
k2+

βγ

2

(
1−β2− h∗

η+β2

)
.
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In term of Mkpk = iωkpk and MT
k qk = iωkqk, we choose pk and qk such that〈

qTk , pk
〉

= 1, where

pk =

 1

iωk+d1k
2−a11

a12

 , qk = D

 1

iωk+d1k
2−a11

a21

 ,

with D =

[
1 +

(iωk+d1k
2−a11)

2

a12a21

]−1

.

By (3.1) and a very direct computation, we get

1

2
f2(U, ε) = f101uε+ f011vε+

1

2
f020u

2 + f110uv +
1

2
f020v

2,

Then

1

2
f2(z, 0, ε) =

1

2
f2(Φkzγk(x), 0)

=f101 (pk1z1ε+ p̄k1z2ε) γk(x) + f011 (pk2z1ε+ p̄k2z2ε) γk(x)

+
1

2

(
Ak20z

2
1 +Ak11z1z2 +Ak02z

2
2

)
γ2
k(x),

where

Ak20 = f200p
2
k1 + 2f110pk1pk2, Ak02 = Āk20,

Ak11 = 2f200|pk1|2 + 4f110Re{pk1p̄k2}.

Thus, we obtain

1

2
g1

2(z, 0, ε) =
1

2
ProjKerM1

2
f1

2 (z, 0, ε) =

Bk1z1ε

B̄k1z2ε

 ,

where Bk1 = qTk (f101pk1 + f011pk2).
The calculation of ProjSf

1
3 (z, 0, 0).∫ π

0

γ4
k(x)dx =

{
1
π , k = 0,
3

2π , k 6= 0,

it is easy to verify that

1

3!
ProjSf

1
3 (z, 0, 0) =

Bk21z
2
1z2

B̄k21z1z
2
2

 ,

where

Bk21 =

{
1

2π bk21, k = 0,

3
4π bk21, k 6= 0,

with bk21 = qTk
(
f300pk1|pk1|2 + f210

(
p2
k1p̄k2 + 2pk2|pk1|2

))
.
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The calculation of ProjS
[(
Dzf

1
2

)
(z, 0, 0)U1

2 (z, 0)
]
.

f1
2 (z, 0, 0) = Ψk

(
Ak20z

2
1 +Ak11z1z2 +Ak02z

2
2

) ∫ π

0

γ3
k(x)dx,

There is a straightforward calculation which shows that

U1
2 (z, 0) =

(
M1

2

)−1
f1

2 (z, 0, 0)

=

∫ π
0
γ3
k(x)dx

iωk

 qTk
(
Ak20z

2
1 −Ak11z1z2 − 1

3Ak02z
2
2

)
q̄Tk
(

1
3Ak20z

2
1 +Ak11z1z2 −Ak02z

2
2

)
 ,

and then

1

3!
ProjS

[(
Dzf

1
2

)
U1

2

]
(z, 0, 0) =

Ck21z
2
1z2

C̄k21z1z
2
2

 ,

with

Ck21 =

{
1

6π ck21, k = 0,

0, k 6= 0,

where

ck21 =
i

ωk

((
qTk Ak20

) (
qTk Ak11

)
−
∣∣qTk Ak11

∣∣2 − 2

3

∣∣qTk Ak02

∣∣2) .
The calculation of ProjS

[(
Dwf

1
2

)
(z, 0, 0)U2

2 (z, 0)
]
.

1

3!
ProjS

(
Dwf

1
2

)
(z, 0, 0)(h) =

Dk21z
2
1z2

D̄k21z1z
2
2

 ,

with

Ck21 =


1

3
√
π
E(0,0), k = 0,

1
3
√
π
E(k,0) + 1

3
√

2π
E(k,2k), k 6= 0,

where, for j = 0, 2k,

E(k,j) =qTk

(
(f200pk1 + f110pk2)h

(1)
kj11 + (f110pk1 + f020pk2)h

(2)
kj11

+ (f200p̄k1 + f110p̄k2)h
(1)
kj20 + (f110p̄k1 + f020p̄k2)h

(2)
kj20

)
.

In order to obtain Dk21, we compute hkj20 and hkj11 as follow:h0020 = 1√
π

(2iωI2 −M0)−1
(
A020 − qT0 A020p0 − q̄T0 A020p̄0

)
,

h0020 = − 1√
π

(
A011 − qT0 A011p0 − q̄T0 A011p̄0

)
, k = 0, j = 0,

and {
hkj20 = ckj(2iωI2 −M0)−1A020,

h0020 = −ckjA011, k 6= 0, j = 0, 2k,
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Thus, the normal form on the center manifold for the critical values h∗ of Hopf
bifurcations has the following form

ż = Bkz +

Bk1z1ε

B̄k1z2ε

+

Bk2z
2
1z2

B̄k2z1z
2
2

+O
(
|z|ε2 + |z4|

)
,

where

Bk2 = Bk21 +
3

2
(Ck21 +Dk21) =


1

2π b021 + 1
4π c021 + 1

2
√
π
E(0,0), k = 0,

3
4π bk21 + 1

2
√
π
E(k,0) + 1

2
√

2π
E(k,2k), k 6= 0,

which can be written down in real coordinates w through the change of variables
z1 = w1 − iw2, z2 = w1 + iw2. Then transforming to polar coordinates w1 =
ρ cos ξ, w2 = ρ sin ξ, this normal form becomes{

ρ̇ = νk1ρε+ νk2ρ
3 +O

(
ε2ρ+ |(ρ, ε)|4

)
,

ξ̇ = −ωk +O(|(ρ, ε)|),

with νk1 = Re(Bk1), νk2 = Re(Bk2).
It is well know to us that the sign of νk1νk2 determines the direction of the

bifurcation (supercritical if νk1νk2 < 0, subcritical νk1νk2 > 0),and the sign of νk2

determines the stability of the nontrivial periodic orbits (stable if νk2 < 0, unstable
if νk2 > 0).

3.2. Normal form of the delay-induce Hopf bifurcation for a
diffusive model

In this subsection, we shall study on the directions, stability and the period of
bifurcating periodic solutions by moderately applying the normal formal theory
and the center manifold theory of partial functional differential equations which
are presented in [5, 6, 18, 25]. Fixed j ∈ N0, 0 ≤ k ≤ N1, we denote τ∗ = τ jk , and
introduce a new parameter ε ∈ R by setting ε = τ − τ∗ such that ε = 0 is the Hopf
bifurcation value obviously.

Setting ũ(., t) = u(., τ t) − u∗, ṽ(., t) = v(., τ t) − v∗, Ũ(t) = (ũ(., τ t), ṽ(., τ t))
and C = C([−1, 0], X), then dropping the tides for simplification of notation, then
system (1.4) can be written as follows

dU(t)

dt
= τD0∆U(t) + L(τ)(Ut) + F̃ (Ut, τ), ϕ = (ϕ1, ϕ2)

T
,

where

D0∆U =

d1∆u

d2∆v

 , L(τ)ϕ =

 a11ϕ1(0) a12ϕ2(0)

a21ϕ1(−1) a22ϕ2(0)

 ,

F̃ (ϕ, ε) = τ

 f (1)(τ)

f (2)(τ)

 =

∑i+j+l≥2
1

i!j!l!f
(1)
ijl ϕ

i
1(0)ϕj2(0)ϕl1(−1)∑

i+j+l≥2
1

i!j!l!f
(2)
ijl ϕ

i
1(0)ϕj2(0)ϕl1(−1)

 ,
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with f
(n)
ijl = ∂i+j+lf̃(n)(u∗,v∗,u∗)

∂ui∂vj∂wl
, n = 1, 2, and

f̃ (1) (u, v, w) = (u+ u∗) (1− u− u∗)−
√
u+ u∗ (v + v∗)− h (u+ u∗)

η + (u+ u∗)
,

f̃ (2) (u, v, w) = γ (v + v∗)
(
−β +

√
w + u∗

)
.

By direct computation, we can obtain f020 = f210 = f120 = f030 = 0.
Setting τ = τ∗ + ε, Λ0 = {−iτ∗ω∗, iτ∗ω∗},

dU(t)

dt
= τ∗D0∆U(t) + L(τ∗)(Ut),

dU(t)

dt
= τD0∆U(t) + L(τ)(Ut) + F̃ (Ut, ε), ϕ = (ϕ1, ϕ2)

T
,

F̃ (Ut, ε) = εD0∆ϕ(0) + L(ε)(ϕ) + f(ϕ, τ∗ + ε), for ϕ ∈ C.

The eigenvalues of τ∗D∆ on X are µik = −diτ∗k2, i = 1, 2, k ∈ N0.

β1
k =

γk(x)

0

 , β2
k =

 0

γk(x)

 , γk(x) =
cos kx

‖ cos kx‖2,2
, k ∈ N0.

Bk = span
{
< v(.), βik > βik|v ∈ C, i = 1, 2

}
, zt(θ) ∈ C = C

(
[−1, 0], R2

)
,

zTt (θ)

β1
k

β2
k

 ∈ Bk.

Then linear PDE restricted on Bk is equivalent to the FDE on C=C
(
[−1, 0], R2

)
,

ż(t) =

µ1
k 0

0 µ2
k

 z(t) + L(τ∗)(zt).

When τ = τ∗, define η(θ) ∈ BV ([−1, 0], R), such that

µkϕ(0) + L(τ∗)ϕ =

∫ 0

−1

dη(θ)ϕ(θ),

and the adjiont bilnear form on C∗ × C, C∗ = C
(
[0, 1], R2∗) as follows

< ψ(s), φ(θ) >= ψ(0)φ(0)−
∫ 0

−1

∫ θ

0

ψ(ξ − θ)dη(θ)φ(ξ)dξ,

Φk =
(
peiω

∗τ∗θ, p̄e−iω
∗τ∗θ

)
,Ψk = col

(
qT e−iω

∗τ∗s, q̄T eiω
∗τ∗s

)
,

where < Φk,Ψk >= I2, and

p =

p1

p2

 =

 1

iω∗+d1k
2−a11

a12

 , q =

 q1

q2

 = D

 1

iω∗+d1k
2−a11

a21
eiω

∗τ∗

 ,
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with D =

(
1 + τ∗

(
iω∗ + d1k

2 − a11

)
+

(iω∗+d1k
2−a11)eiω

∗τ∗

a12a21

)−1

.

ż = Bz +

Ak1z1ε

Ak1z2ε

+

Ak2z
2
1z2

Ak2z1z
2
2

+O(|z|ε2 + |z|4),

where

Ak1 = −k2 (d1q1p1 + d2q2p2) + iω∗qT p,

and

Ak2 =
i

2ω∗τ∗

(
Bk20Bk11 − 2|Bk11|2 −

1

3
|Bk02|2

)
+

1

2
(Bk21 +Dk21) ,

with

Bk20 =

{
τ∗
√
π

(c1q1 + c2q2) , k = 0,

0, k 6= 0,
Bk11 =

{
τ∗
√
π

(c3q1 + c4q2) , k = 0,

0, k 6= 0.

Bk02 =

{
τ∗
√
π

(c1q1 + c2q2) , k = 0,

0, k 6= 0,
Bk21 =

{
τ∗

π c5, k = 0,

3τ∗

2π c5, k 6= 0.

c1 = f
(1)
200p

2
1 + 2f

(1)
110p1p2, c2 = f

(2)
002p

2
1e
−2iω∗τ∗

+ 2f
(2)
110p1p2e

−iω∗τ∗
,

c3 = f
(1)
200|p1|2 + 2f

(1)
110Re{p1p̄2}, c4 = f

(2)
002|p1|2 + 2f

(2)
110Re

{
p1p̄2e

−iω∗τ∗
}
,

c5 =q1

(
f

(1)
300p1|p1|2 + f

(1)
210

(
p2

1p̄2 + 2|p1|2p2

) )
+ q2

(
f

(2)
003p1|p1|2e−iω

∗τ∗

+ f
(2)
012

(
p2

1p̄2e
−2iω∗τ∗

+ 2|p1|2p2

))
,

and

Dk21 =

{
E0, k = 0,

E0 +
√

2
2 E2k, k 6= 0,

Ej =
2τ∗√
π

 F1h
(1)
j11(0) + F1h

(1)
j20(0) + F2h

(2)
j11(0) + F2h

(2)
j20(0)

F3h
(1)
j11(−1) + F3h

(1)
j20(−1) + F4h

(2)
j11(0) + F4h

(2)
j20(0)

 ,

where

F1 = f
(1)
200p1 + f

(1)
110p2, F2 = f

(1)
110p1, F3 = f

(2)
011p2 + f

(2)
002p1, F4 = f

(2)
011p1e

−iω∗τ∗
,

where hk20(θ) and hk11(θ) are both determined by the following equations
ḣk20(θ)−2iω∗τ∗hk20(θ)=Φk(θ)

(
Bk20

B̄k20

)
,

ḣk20(0)−L(τ∗)(hk20)=τ∗ckj

(
c1

c2

)
,


ḣk11(θ)=2Φk(θ)

(
Bk11

B̄k11

)
,

ḣk11(0)−L(τ∗)(hk11)=2τ∗ckj

(
c1

c2

)
,
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with

ckj =



1√
π
, j = k = 0,

1√
π
, j = 0, k 6= 0,

1√
2π
, j = 2k 6= 0,

0, otherwise.

Through the change of variables z1 = ω1 − iω2, z2 = ω1 + iω2 and ω1 =
ρ1 cosφ, ω2 = ρ1 sinφ, then the normal form becomes the follows polar coordinate
system {

ρ̇ = κk1αρ+ κk2ρ
3 +O

(
α2ρ+ |(ρ, α)|4

)
,

φ̇ = −ω∗τ∗ +O(|(ρ, α)|),

where κk1 = ReAk1, κk2 = ReAk2. Thus, from [18], we can know the results that
the sign of κk1κk2 determines the direction of the bifurcation and the sign of κk2

determines the stability of the nontrivial periodic orbits and we have following
results.

Theorem 3.1. (a) When κk1κk2 < 0, it comes out that the Hopf bifurcation that the
system undergoes at the critical value τ = τ∗ is showed a supercritical bifurcation.
Moreover, if κk2 < 0, then the bifurcating periodic solution is stable; if κk2 > 0,
then the bifurcating periodic solution will be unstable.
(b) When κk1κk2 > 0, the Hopf bifurcation that the system undergoes at the critical
value τ = τ∗ is a subcritical bifurcation. Moreover, if κk2 < 0, then the bifurcating
periodic solution is showed to be stable; if κk2 > 0, then the bifurcating periodic
solution is showed to be unstable.

Next, we will present some exact numerical simulations and dynamical analysis
for Hopf bifurcation of the systems (1.3), (1.4) and (2.1).

4. Numerical Simulations

In this section, by using a kind of mathematical software named Matlab, we give
out some numerical simulations to support and extend our analytical results.

4.1. Harvesting rate-induce Hopf bifurcation

For the system (2.1), choosing γ = 2, η = 0.5 < 1, β = 0.55, according to the
simple calculation, we can obtain the Hopf bifurcation value h0 = 0.3016. Which
implied that a stable periodic orbit is created around E∗ when the parameter h
cross through the critical value 0.3016, which are depicted by Fig.2 and Fig.3.

For the system (1.3), choosing d1 = 0.02, d2 = 1, γ = 2, η = 0.5 < 1, β = 0.55,
and according to simple calculation, we can obtain the Hopf bifurcation value h0 =
0.3016. So, we also get the values κk1 = 0.0767, κk2 = −0.2785. This implies
that a familily stable spatially homogenous periodic solutions will bifurcate from
the positive equilibrium E∗ when the parameter h cross through the critical value
0.3016, which are depicted by Fig.4 and Fig.5.
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Figure 2. The trajectory graphs and phase portrait of (2.1), which shows the positive equilibrium
(u∗, v∗) is asymptotically stable when h = 0.38 > 0.3016. Here we set some parameter values γ = 2, η =
0.5, β = 0.55, and the initial value is u0 = 0, 6, v0 = 0.4.
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Figure 3. The trajectory graphs and phase portrait of (2.1), there exists a stable periodic orbit that
bifurcating from the positive equilibrium (u∗, v∗) when the parameter h = 0.28 < 0.3016. Here we set
these parameter values γ = 2, η = 0.5, β = 0.55, and the initial value is u0 = 0, 6, v0 = 0.4.

Figure 4. The positive equilibrium (u∗, v∗) of (1.3) is asymptotically stable when the value of the
parameteris h = 0.38 > 0.3016. Here we set these parameter values d1 = 0.02, d2 = 1, γ = 2, η =
0.5, β = 0.55, and the initial values is u(x, 0) = u∗ + 0.05 cos x, v(x, 0) = v∗ + 0.05 cos x.

Figure 5. There exists stable spatially homogenous periodic solutions that bifurcating from the positive
equilibrium (u∗, v∗) of (1.3) when h = 0.28 < 0.3016. Here we set parameter values d1 = 0.02, d2 =
1, γ = 2, η = 0.5, β = 0.55, and the initial values is u(x, 0) = u∗ + 0.05 cos x, v(x, 0) = v∗ + 0.05 cos x.
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4.2. Delay-induce Hopf bifurcation

For the system (1.4) without diffusion, we choose the set parameter values γ = 2, η =
0.5, β = 0.7, h = 0.3 and (u0, v0) = (0.3, 0.2). Then, a series of accurate calculations
show that (u∗, v∗) = (0.49, 0.1449) and τ∗ = 1.7348. Hence, (0.49, 0.1449) is locally
stable when the value of τ ∈ [0, τ∗). When τ crosses through the critical value τ∗,
(0.49, 0.1449) will loses its stability and at the same time Hopf bifurcation occurs,
a family of stable periodic solutions are bifurcating from (0.49, 0.1449), which are
depicted by Fig.6 and Fig.7.
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Figure 6. The trajectory graphs and phase portrait of (1.4) without diffusion. The positive equilibrium
(u∗, v∗) is asymptotically stable when the parameter τ = 1.68 < 1.7348. Here we set parameter values
γ = 2, η = 0.5, β = 0.7, h = 0.3 and the initial value is u0 = 0.3, v0 = 0.2.
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Figure 7. The trajectory graphs and phase portrait of (1.4) without diffusion. There exists a stable
periodic orbit that bifurcating from the positive equilibrium (u∗, v∗) when the parameter τ = 1.8 >
1.7348. Here we set parameter values γ = 2, η = 0.5, β = 0.7, h = 0.3 and the initial value is u0 =
0.3, v0 = 0.2.

For the system (1.4), we choose to set the values d1 = 0.02, d2 = 1, γ =
2, η = 0.5, β = 0.7, h = 0.3. Then, a series of exact calculations show that
(u∗, v∗) = (0.49, 0.1449), and the values τ∗ = 1.7348, κk1 = 0.0880, κk2 = −9.4706.
Hence, (0.49, 0.1449) is locally stable when the parameter τ ∈ [0, τ∗). When τ
crosses through the critical value τ∗, (0.49, 0.1449) will loses its stability and Hopf
bifurcation will occurs, a family of stable spatially homogenous periodic solutions
are bifurcating from (0.49, 0.1449), which are depicted by Fig.8 and Fig.9.

5. Discussion and conclusion

In this paper, we mainly propose a delayed diffusive predator-prey model with the
herd behavior and the prey harvesting subject to the homogeneous Neumann bound-
ary conditions.This model shows pretty rich and varied dynamics. We mainly study
about the dynamics of model with nonlinear harvesting in prey, and investigate the
special effect of time delay on the model.

In order to detaily investigate the influence of harvesting rate, we choose to
make harvesting term as a bifurcation parameter, and we conclude the existence
of periodic solutions which are near positive constant equilibrium, this conclusions
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Figure 8. The positive equilibrium (u∗, v∗) of (1.4) is asymptotically stable when τ = 1.68 < 1.7348.
Here we choose parameter values d1 = 0.02, d2 = 1, γ = 2, η = 0.5, β = 0.7, h = 0.3 and set the initial
values u(x, 0) = u∗ + 0.01 cos x, v(x, 0) = v∗ + 0.01 cos x.

Figure 9. There exists stable spatially homogenous periodic solutions which are bifurcating from
the positive equilibrium (u∗, v∗) of (1.4) when τ = 1.8 > 1.7348. Here we choose parameter val-
ues d1 = 0.02, d2 = 1, γ = 2, η = 0.5, β = 0.7, h = 0.3 and set the initial values is u(x, 0) =
u∗ + 0.01 cos x, v(x, 0) = v∗ + 0.01 cos x.

shows us that proper harvesting rate can create the periodic changes of prey and
predator, which is really one of the most exciting features in the ecosystem. Es-
pecially, we obtain a critical values for the Hopf bifurcation, and we present the
following interesting conclusions, as for the system (2.1), a positive constant equi-
librium is given alreadly, which is locally asymptotically stable when the parameter
h > h0, and a stable periodic solutions will bifurcate from the constant equilibri-
um E∗, when the harvesting term h decreasing crosses through the critical value
h0. For the system (1.4), our results present the fact that delay can induce very
complex dynamics, and a positive constant equilibrium E∗ is showed to be locally
asymptotically stable when the parameter τ is less than the critical value τ∗, and a
stable periodic solutions will bifurcate from the constant equilibrium E∗, when the
delay term τ increase and it crosses through the critical value τ∗, which means that
a stable and spatially homogeneous periodic solutions will occur at the critical value
of time delay τ∗. These conclusions show us that the critical value can greatly affect
the stability of the positive constant equilibrium, some other numerical simulations
are carried out to accurately depict our theoretical analysis.
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