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1. Introduction
We consider the three-order neutral differential equations with multiple deviating
arguments of the form

p(t) = x′′′(t) + cx′′′(t− τ) + a2(t)x
′′(t) + a1(t)x

′(t) + a0(t)x(t)

+

n∑
i=1

βi(t)gi(x(t− τi(t))).
(1.1)

where |c| < 1, τ is a constant, a2(t), a1(t), a0(t), τi(t), βi(t) (i = 1, 2, ..., n)
and p(t) are real continuous functions defined on R with positive period T and
gi(x) (i = 1, 2, ..., n) are real continuous functions defined on R.

Recently, the existence of periodic solutions for differential equations have arouse
extensive attention. Most of the results obtained in literature are about the periodic
solutions on delay differential equations. Only a small portion of the results [1, 2,
5, 8, 18, 19, 21] concern the periodic solutions on neutral differential equations. For
the detailed basic theory, we would like to recommend interested readers to refer
to [3, 6, 10–15, 17, 20, 22–24]. This note is inspired by [7] and [9] which discuss the
existence of multiple periodic solutions for neutral differential equations with one
and two order, and now we study the existence of periodic solutions for neutral
differential equations (1.1) by applying two diverse methods.

The following note will be described in these aspects. In Section 2, using Kra-
noselskii fixed point theorem to reveal that (1.1) exists periodic solutions. In Section
3, we state that Mawhin’s continuation theorem is used for proving the existence
of periodic solutions for (1.1).
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2. Existence of periodic solutions (I)
For the integrity of this note, we first suggest that the reader refer to appendix
about Theorem A ( Kranoselskii fixed point theorem) and Theorem B (Mawhin’s
continuation theorem )(see [4]).

Throughout this paper, to establish our main result, we assume the following
conditions hold.

(V1) Mk = max
t∈[0,T ]

ak(t) ≥ mk = min
t∈[0,T ]

ak(t) > 0 (k = 0, 1, 2);

(V2) β
(2)
i = max

t∈[0,T ]
βi(t) ≥ βi(t) ≥ β

(1)
i = inf

t∈[0,T ]
βi(t) > 0 (i = 1, 2, ..., n);

(V3) M < ( πT )
2;

(V4) 2TσM0M1 − C∗ > 0 and (2TσM0M1 − C∗)A∗ −B∗D∗ > 0, where

A∗ = 1− |c| − TM2

2
−M1(

T

2
)
2

, B∗ =
TM2

2
+ (M1 −m1)(

T

2
)2 + |c|,

C∗ = (M1 + TσM0)[M1 + Tσ(M0 −m0 + γ)],

D∗ = (M1 + TσM0)[M1 + Tσ(M0 +m0 + γ)]

and γ =
n∑

i=1

β
(2)
i ri will be given in Theorem 3.1.

For the sake of convenience, let

h1 =
2M1 + TσM0

M2
1

, h2 =
M0 + TσM1

M2
1

and

h3 = max
{t∈[0,T ],|x|≤K0}

n∑
i=1

β
(2)
i |gi(x)|+ max

t∈[0,T ]
|p(t)|,

where κ = M1T

2 sin

√
M1T

2

, σ = e
M0
M1

T

e
M0
M1

T
−1

and K0 will be given in Theorem 2.1.

Theorem 2.1. Let assumptions (V1) − (V3) be satisfied. Assume there exists a
constant K0 > 0 such that

h2[M2K2 + (M1 −m1)K1 + h3] ≤ [1− 2|c| − h2(M0 −m0)− |c|κh2M1]K0, (2.1)

where
K1 =

h1d4M2 + d1d3
d3(1− 2|c| − h1(M1 −m1))− h1d2M2

,

K2 =
d2(h1d4M2 + d1d3)

d3(d3(1− 2|c| − h1(M1 −m1))− h1d2M2)
+

d4
d3

,

K3 =
(d2M2 + d3M1)(h1d4M2 + d1d3)

d3(1−|c|)[d3(1−2|c|−h1(M1−m1))−h1d2M2]
+

d3M0K0+h3d3+d4M2

(1− |c|)d3
,

here
d1 = h1[(M0 −m0) + |c|M1κ]K0 + h1h3,
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d2 =
(M0h1 + κ)(M1 −m1) +M0

M1
,

d3 =
M1 − 2|c|M1 −M2(h1M0 + κ)

M1

and

d4 =
[h1(M0 −m0) + κ]M0 + |c|κ(h1M0M1 +M

3
2
1 )

M1
K0 +

h1M0 + κ

M1
h3.

Then (1.1) has a nontrivial T -periodic solution.

For the sake of testifying Theorem 2.1, we first need to assume

X : = {x|x ∈ C3(R,R), x(t+ T ) = x(t), for each t ∈ R}

and x(0)(t) = x(t) and define the following norm on X.

||x|| = max
t∈[0,T ]

|x(t)|+ max
t∈[0,T ]

|x′(t)|+ max
t∈[0,T ]

|x′′(t)|+ max
t∈[0,T ]

|x′′′(t)|,

and set
Y : = {y|y ∈ C(R,R), y(t+ T ) = y(t), for each t ∈ R}.

We define the norm on Y as follow ∥y∥0 = max
t∈[0,T ]

|y(t)|. Therefore both (X, ∥ · ∥)

and (Y, ∥ · ∥) are Banach spaces.
Meanwhile if x ∈ X, then x(i)(0) = x(i)(T ) (i = 0, 1, 2). For the convenience of

our proof , the following Lemma (see [17]) is used by us.

Lemma 2.1. Let M be a positive number with 0 < M < ( πT )
2. Then for any

function φ defined in [0, T ], the following equationx′′(t) +Mx(t) = φ(t),

x(0) = x(T ), x′(0) = x′(T )

has a unique solution

x(t) =

∫ T

0

G(t, s)φ(s)ds,

where

G(t, s) =

ω(t− s), (k − 1)T ≤ s ≤ t ≤ kT

ω(T + t− s), (k − 1)T ≤ t ≤ s ≤ kT, (k ∈ N),

ω(t) =
cosα(t− T

2 )

2α sin αT
2

,

α =
√
M and

max
t∈[0,T ]

∫ T

0

|G(t, s)|ds = 1

M
.
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From (1.1) and Lemma 2.1, we have

x′(t) =

∫ T

0

Ψ(t, s)[−cx′′′(s− τ)− a2(s)x
′′(s)− a0(s)x(s) + p(s)

−
n∑

i=1

βi(s)gi(x(s− τi(s))) + (M − a1(s))x
′(s)]ds,

(2.2)

where

Ψ(t, t1) =

w1(t− t1), (k − 1)T ≤ t1 ≤ t ≤ kT,

w1(T + t− t1), (k − 1)T ≤ t ≤ t1 ≤ kT, (k ∈ N),
(2.3)

w1(t) =
cosα1(t− T

2 )

2α1 sin
α1T
2

,

α1 =
√
M1 and

max
s∈[0,T ]

∫ T

0

|Ψ(s, t1)|dt1 =
1

M1
. (2.4)

From (2.2), by applying a method of constant variation we get

x(t) = (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)

∫ T

0

Ψ(s, t1)[p(t1) + (M1 − a1(t1))x
′(t1)

− a2(t1)x
′′(t1)− cx′′′(t1 − τ)−

n∑
i=1

βi(t1)gi(x(t1 − τi(t1)))]dt1ds

+ (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)[
M0

M1
x(s)−

∫ T

0

Ψ(s, t1)a0(t1)x(t1)dt1]ds

+

∫ T

0

Φ(t, s)

∫ T

0

Ψ(s, t1)[p(t1) + (M1 − a1(t1))x
′(t1)− a2(t1)x

′′(t1)

− cx′′′(t1 − τ)−
n∑

i=1

βi(t1)gi(x(t1 − τi(t1)))]dt1ds

+

∫ T

0

Φ(t, s)[
M0

M1
x(s)−

∫ T

0

Ψ(s, t1)a0(t1)x(t1)dt1]ds,

(2.5)

here

Φ(t, s) =
e

M0
M1

(s−t)

e
M0
M1

T − 1
, (2.6)

Φ(t, s) ≤ Φ(t, t+ T ) =
e

M0
M1

T

e
M0
M1

T − 1
= σ

and ∫ t

0

Φ(t, s)ds =
M1(1− e−

M0
M1

t)

M0(e
M0
M1

T − 1)
≤ M1

M0(e
M0
M1

T − 1)
.

Now we give the proof of Theorem 2.1.
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Proof. For each x ∈ X, define the operators U : X −→ X and S : X −→ X as
follows:

(Ux)(t) = −cx(t− τ) (2.7)

and

(Sx)(t) = (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)

∫ T

0

Ψ(s, t1)[p(t1) + (M1 − a1(t1))x
′(t1)

− a2(t1)x
′′(t1)− cx′′′(t1 − τ)−

n∑
i=1

βi(t1)gi(x(t1 − τi(t1)))]dt1ds

+ (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)[
M0

M1
x(s)−

∫ T

0

Ψ(s, t1)a0(t1)x(t1)dt1]ds

+

∫ T

0

Φ(t, s)

∫ T

0

Ψ(s, t1)[p(t1) + (M1 − a1(t1))x
′(t1)

− a2(t1)x
′′(t1)− cx′′′(t1 − τ)−

n∑
i=1

βi(t1)gi(x(t1 − τi(t1)))]dt1ds

+

∫ T

0

Φ(t, s)[
M0

M1
x(s)−

∫ T

0

Ψ(s, t1)a0(t1)x(t1)dt1]ds+ cx(t− τ).

(2.8)

Thus the fixed point of U + S is a T -periodic solution of (1.1).
To prove that U and S satisfy the conditions of Theorem A. Set

G = {x ∈ X : |x(t)| ≤ K0, |x′(t)| ≤ K1, |x′′(t)| ≤ K2, |x′′′(t)| ≤ K3},

here Ki (i = 0, 1, 2, 3) are as in the statement of Theorem 2.1. Then G is a bounded,
convex and closed subset of X.

(1) For every x, y ∈ G, we need to show that

|Uy + Sx| ≤ K0, (2.9)

| d
dt

[(Uy)(t) + (Sx)(t)]| ≤ K1, (2.10)

|d
2[(Uy)(t) + (Sx)(t)]

dt2
| ≤ K2 (2.11)

and
|d

3[(Uy)(t) + (Sx)(t)]

dt3
| ≤ K3. (2.12)

It follows form (2.7) that

d

dt
[(Ux)(t)] = −cx′(t− τ), (2.13)

d2[(Ux)(t)]

dt2
= −cx′′(t− τ) (2.14)

and
d3[(Ux)(t)]

dt3
= −cx′′′(t− τ). (2.15)
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Note that ∫ T

0

Ψ(t, s)x′′′(s− τ)ds = M1

∫ T

0

Ψt(t, s)x(s− τ)ds, (2.16)

where

Ψt(t, s) =

 ω̃(t− s), (k − 1)T ≤ s ≤ t ≤ kT,

ω̃(T + t− s), (k − 1)T ≤ t ≤ s ≤ kT, (k ∈ N),

and

ω̃ = −
sinα1(t− T

2 )

2 sin α1T
2

.

It follows from Lemma 2.1 that∫ T

0

Ψ(t, s)x′′′(s− τ)ds

=

∫ t

0

cosα1(t− s− T
2 )

2α1 sin
Tα1

2

d[x′′(s− τ)] +

∫ T

t

cosα1(t− s+ T
2 )

2α1 sin
Tα1

2

d[x′′(s− τ)]

=
cosα1(t− s− T

2 )

2α1 sin
Tα1

2

x′′(s− τ)|t0 − α1

∫ t

0

sinα1(t− s− T
2 )

2α1 sin
Tα1

2

d[x′(s− τ)]

+
cosα1(t− s+ T

2 )

2α1 sin
Tα1

2

x′′(s− τ)|Tt − α1

∫ T

t

sinα1(t− s+ T
2 )

2α1 sin
Tα1

2

d[x′(s− τ)]

= −α1[
sinα1(t− s− T

2 )

2α1 sin
Tα1

2

x′(s− τ)|t0 +
sinα1(t− s+ T

2 )

2α1 sin
Tα1

2

x′(s− τ)|Tt ]

+ α2
1{
∫ t

0

cosα1(t− s− T
2 )

2α1 sin
Tα1

2

d[x(s− τ)] +

∫ T

t

cosα1(t− s+ T
2 )

2α1 sin
Tα1

2

d[x(s− τ)]}

= α2
1{

cosα1(t− s− T
2 )

2α1 sin
Tα1

2

x(s− τ)|t0 − α1

∫ t

0

sinα1(t− s− T
2 )

2α1 sin
Tα1

2

x(s− τ)ds}

+ α2
1{

cosα1(t− s+ T
2 )

2α1 sin
Tα1

2

x(s− τ)|Tt − α1

∫ T

t

sinα1(t− s+ T
2 )

2α1 sin
Tα1

2

x(s− τ)ds}

= M1

∫ T

0

Ψt(t, s)x(s− τ)ds.

(2.17)

Thus (2.16) holds.
From (2.1), (2.7), (2.8) and (2.16), we have

|(Uy)(t) + (Sx)(t)| ≤ 2|c|K0 + (
M0

M1
+ Tσ)[

1

M1
(M2K2 + ∥p∥0 + ∥g∥0

+ (M1 −m1)K1) + (
M0 −m0

M1
+ |c|κ)K0]

≤ K0, x, y ∈ X.

(2.18)
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According to Lemma 2.1 and (2.8), we can have

d[(Sx)(t)]

dt

= (2 +
M0

M1
Tσ)

∫ T

0

Ψ(s, t1)[−a2(t1)x
′′(t1) + (M1 − a1(t1))x

′(t1)

+ p(t1)−
n∑

i=1

βi(t1)gi(x(t1 − τi(t1)))]ds−
∫ T

0

Ψ(s, t1)a0(t1)x(t1)ds

+
M0

M1
x(t1)− |c|

∫ T

0

Ψ(t1, s)x
′′′(s− τ)ds+ |c|x′(t− τ),

(2.19)

d2[(Sx)(t)]

dt2

= (
2M0

M1
+

M2
0

M2
1

Tσ)

∫ T

0

Ψ(s, t1)[−a2(t1)x
′′(t1) + (M1 − a1(t1))x

′(t1)

+ p(t1)−
n∑

i=1

βi(t1)gi(x(t1 − τi(t1)))]ds−
∫ T

0

Ψ(s, t1)a0(t1)x(t1)ds

+
M0

M1
x(t1)− |c|

∫ T

0

Ψ(t1, s)x
′′′(s− τ)ds+

∫ T

0

Ψt(t, s)[−a2(t1)x
′′(t1))

+ (M1 −m1)x
′(t1) + p(t1)−

n∑
i=1

βi(t1)gi(x(t1 − τi(t1)))]

−
∫ T

0

Ψt(t, s)a0(t1)x(t1) +
M0

M1
x′(t1)− |c|M1

∫ T

0

Ψtt(t1, s)x(s− τ)ds

+ |c|x′′(t− τ)

(2.20)

and

d3[(Sx)(t)]

dt3
= p(t)− cx′′′(t− τ)− a2(t)x

′′(t)− a1(t)x
′(t)− a0(t)x(t)

−
n∑

i=1

βi(t)gi(x(t− τi(t))),

(2.21)

where

Ψtt(t, s) =

 ω̃′(t− s), (k − 1)T ≤ s ≤ t ≤ kT,

ω̃′(T + t− s), (k − 1)T ≤ t ≤ s ≤ kT, (k ∈ N),

and

ω̃′ = −
α1 cosα1(t− T

2 )

2 sin α1T
2

.
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Through (2.1), (2.10)− (2.12) and (2.19)− (2.21), we get∣∣∣ d
dt

[(Uy)(t) + (Sx)(t)]
∣∣∣

≤ 2|c|K1 + (2 +
M0

M1
Tσ)[

1

M1
(M2K2 + (M1 −m1)K1

+ (M0 −m0)K0 + ∥p∥0 + ∥g∥0)] + (2 +
M0

M1
Tσ)|c|κK0

≤ K1,

(2.22)

|d
2[(Uy)(t) + (Sx)(t)]

dt2
|

≤ 2|c|K2 + (
2M0

M1
+

M2
0

M2
1

Tσ)[
1

M1
(M2K2 + (M1 −m1)K1

+ (M0 −m0)K0 + ∥p∥0 + ∥g∥0) + |c|κK0] +
κ

M1
[M2K2

+ (M1 −m1)K1 + ∥g∥0 + ∥p∥0] +
κM0

M1
K0 +

M0

M1
K1 + |c|κ

√
M1K0

≤ K2

(2.23)

and

|d
3[(Uy)(t) + (Sx)(t)]

dt3
| ≤ |c|K3 +M2K2 +M1K1 +M0K0 + ∥g∥0 + ∥p∥0

≤ K3.

(2.24)

From (2.18) and (2.18)− (2.24), we have Ux+ Sy ∈ G if x, y ∈ G.

(2) U is a contraction mapping.

Let x, y ∈ G. It follows from (2.7) that

∥Ux− Uy∥
= max

t∈[0,T ]
|cx(t− τ)− cy(t− τ)|+ max

t∈[0,T ]
|cx′(t− τ)− cy′(t− τ)|

+ max
t∈[0,T ]

|cx′′(t− τ)− cy′′(t− τ)|+ max
t∈[0,T ]

|cx′′′(t− τ)− cy′′′(t− τ)|

= |c|[ max
t∈[0,T ]

|x(t− τ)− y(t− τ)|+ max
t∈[0,T ]

|x′(t− τ)− y′(t− τ)|

+ max
t∈[0,T ]

|x′′(t− τ)− y′′(t− τ)|+ max
t∈[0,T ]

|x′′′(t− τ)− y′′′(t− τ)|]

= |c|∥x− y∥.

Thus U is a contraction mapping for |c| < 1.

(3) S is completely continuous.

From the continuity of a(t), p(t) and g(t, x(t−τ1(t)), x(t−τ2(t))..., x(t−τn(t)))
for t ∈ [0, T ], x ∈ G, we can gain the continuity of S. Actually, if xk ∈ G and
∥xk − s∥ −→ 0 as k −→ +∞, then x ∈ G since G is closed convex subset of X.
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Thus

|Sxk − Sx|

=
∣∣∣ ∫ T

0

Φ(t, s)

∫ T

0

Ψ(s, t1){−a2(t1)(x
′′
k(t1)− x′′(t1)) + (M1

− x′(t1))(x
′
k(t1)− x′(t1))− c[x′′′

k (t1 − τ)− x′′′(t1 − τ)]

− [

n∑
i=1

βi(t1)gi(xk(t1 − τi(t1)))−
n∑

i=1

βi(t1)gi(x(t1 − τi(t1)))]}dt1ds

+

∫ T

0

Φ(t, s)[
M0

M1
(xk(s)− x(s))−

∫ T

0

Ψ(s, t1)a0(t1)(xk(t1)

− x(t1))dt1]ds+ (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)

∫ T

0

Ψ(s, t1){−a2(t1)(x
′′
k(t1)

− x′′(t1)) + (M1 − a1(t1))(x
′
k(t1)− x′(t1))− c[x′′′

k (t1 − τ)

− x′′′(t1 − τ)]− [

n∑
i=1

βi(t1)gi(xk(t1 − τi(t1)))−
n∑

i=1

βi(t1)gi(x(t1

− τi(t1)))]}dt1ds+ (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)[
M0

M1
(xk(s)− x(s))

−
∫ T

0

Ψ(s, t1)a0(t1)(xk(t1)− x(t1))dt1]ds+ c[xk(t− τ)− x(t− τ)]
∣∣∣.

(2.25)

Combing Lebesgue dominated convergence theorem, with (2.19)−(2.21) and (2.25),
we have

lim
k→+∞

∥Sxk − Sx∥ = 0.

Then S is continuous.
We first demonstrate that Sx is relatively compact. It suffices to show that

the family of functions {Sx : x ∈ G} is uniformly bounded and equicontinuous
on [0, T ]. From (2.8) and (2.19) − (2.21), it is easy to see that {Sx : x ∈ G} is
uniformly bounded and equicontinuous. S is completely continuous since S is not
only continuous but also relatively compact. We get a fixed point x of U +S based
on Theorem A (Kranoselskii fixed point theorem). Thus a T -periodic solution of
(1.1) is x.

3. Existence of periodic solutions (II)
Theorem 3.1. Suppose that (V1)− (V4) hold and let

lim
|x|→∞

sup |gi(x)
x

| ≤ ri (i = 1, 2, ..., n) (3.1)

and
lim

|x|→∞
sgn(x)gi(x) = +∞. (3.2)

Then (1.1) possesses at least one T -periodic solution.
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Now, let

Z : = {x|x ∈ C3(R,R), x(t+ T ) = x(t), for each t ∈ R}

and x(0) = x(t) and define the following norm on Z

∥x∥ = max{ max
t∈[0,T ]

|x(t)|, max
t∈[0,T ]

|x′(t)|, max
t∈[0,T ]

|x′′(t)|, max
t∈[0,T ]

|x′′′(t)|}.

Let
Y : = {y|y ∈ C(R,R), y(t+ T ) = y(t), for each t ∈ R}.

We define the norm on Y as ∥y∥0 = max
t∈[0,T ]

|y(t)|. Both (Z, ∥ · ∥) and (Y, ∥ · ∥0) are

Banach spaces. Moreover, if x ∈ Z, then x(i)(0) = x(i)(T )(i = 0, 1, 2).
Define the operators L : Z −→ Y and N : Z −→ Y as following

Lx(t) = x′′′(t), t ∈ R (3.3)

and

Nx(t) = −cx′′′(t− τ)− a2(t)x
′′(t)− a1(t)x

′(t)− a0(t)x(t)

−
n∑

i=1

βi(t)gi(x(t− τi(t))) + p(t), t ∈ R.
(3.4)

Then
KerL = {x ∈ Z : x(t) = c ∈ R} (3.5)

and

ImL = {y ∈ Y :

∫ T

0

y(t)dt = 0} (3.6)

is closed in Y . So L is a Fredholm mapping of index zero.
Consider P : Z −→ Z and Q : Y −→ Y/Im(L) with

Px(t) =
1

T

∫ T

0

x(t)dt = x(0), t ∈ R, (3.7)

for x = x(t) ∈ X and

Qy(t) =
1

T

∫ T

0

y(t)dt, t ∈ R, (3.8)

for y = y(t) ∈ Y. Then ImP = KerL and ImL = KerQ = Im(I −Q). It follows that
L|Dom L∩Ker P : (I − P )Z −→ ImL has an inverse which will be denoted by Kp.

Let Ω be an open and bounded subset of Z, we have QN(Ω) is bounded and
Kp(I −Q)N(Ω) is compact. Then the mapping N is L-compact on Ω. We have the
following result.

Lemma 3.1. Let L,N, P and Q be definded by (3.3), (3.4), (3.7) and (3.8) respec-
tively. Then L is a Fredholm mapping of index zero and N is L-compact on Ω,
where Ω is any open and bounded subset of Z.

In order to prove Theorem 3.1, we need the following Lemma (see [16]).
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Lemma 3.2. Let x(t) ∈ C(n)(R,R) ∩ CT . Then

∥x(i)∥0 ≤ 1

2

∫ T

0

|x(i+1)(s)|ds, i = 1, 2, ..., n− 1,

where n ≥ 2 and CT : = {x|x ∈ C(R,R), x(t+ T ) = x(t), for each t ∈ R}.

Now, consider the following equation

x′′′(t) = λ[−cx′′′(t− τ)− a2(t)x
′′(t)− a1(t)x

′(t)− a0(t)x(t)

−
n∑

i=1

βi(t)gi(x(t− τi(t))) + p(t)],
(3.9)

where 0 < λ < 1.

Lemma 3.3. Suppose that conditions of Theorem 3.1 are satisfied. If x(t) is a
T -periodic solution of (3.9), then there are positive constants Dj (j = 0, 1), which
are independent of λ, such that

∥x(j)∥0 ≤ Dj , t ∈ [0, T ], j = 0, 1. (3.10)

Proof. If x(t) is a T -periodic solution of (3.9), set

ε =
1

2
[
M1 − Tσ(M0 −m0)

Tσ
− γ]. (3.11)

By (3.1), there exists a M > 0 such that

|gi(x(t− τi(t)))| ≤ (ri +
ε

nβ
(2)
2

)|x(t− τi(t))|, |x(t)| > M (i = 1, 2, ..., n). (3.12)

Denote that
E

(i)
1 = {t|t ∈ [0, T ], |x(t)| > M}, (3.13)

E
(i)
2 = [0, T ]\E(i)

1 (3.14)

and
ρi = max

|x|≤M
|gi(x)| (3.15)

From (3.12)− (3.15) and Lemma 3.1, we get

max
t∈[0,T ]

|x′′′(t)|

≤ max
t∈[0,T ]

{λ|cx′′′(t− τ)|+ λ|a2(t)x′′(t)|+ λ|a1(t)x′(t)|

+ λ|a0(t)x(t)|+ λ|
n∑

i=1

βi(t)gi(x(t− τi(t)))|+ λ|p(t)|}

≤ |c| max
t∈[0,T ]

|x′′′(t)|+M2 max
t∈[0,T ]

|x′′(t)|+M1 max
t∈[0,T ]

|x′(t)|

+M0 max
t∈[0,T ]

|x(t)|+ max
t∈[0,T ]

|p(t)|+ max
x∈E

(1)
1

|β1(t)g1(x(t− τ1(t)))|

+ max
x∈E

(1)
2

|β1(t)g1(x(t− τ1(t)))|+ ...+ max
x∈E

(n)
1

|βn(t)gn(x(t− τn(t)))| (3.16)
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+ max
x∈E

(n)
2

|βn(t)gn(x(t− τn(t)))|

≤ |c| max
t∈[0,T ]

|x′′′(t)|+M2 max
t∈[0,T ]

|x′′(t)|+M1∥x′∥0 +M0∥x∥0

+ (γ + ε)∥x∥0 + ρ+ ∥p∥0

≤ |c| max
t∈[0,T ]

|x′′′(t)|+ TM2

2
max
t∈[0,T ]

|x′′′(t)|+M1(
T

2
)2 max

t∈[0,T ]
|x′′′(t)|

+
M1 + Tσ(M0 +m0 + γ)

2Tσ
∥x∥0 + C,

where C = ρ+ ∥p∥0 and ρ =
n∑

i=1

ρi. Furthermore, for t ∈ [0, T ], we obtain that

max
t∈[0,T ]

|x′′′(t)| ≤ (A∗)−1[
M1 + Tσ(M0 +m0 + γ)

2Tσ
∥x∥0 + C]. (3.17)

On the other hand, it follows from (3.9) and Lemma 2.1 that

x′(t) =

∫ T

0

G1(t, t1)λ[(M1 − a1(t1))x
′(t1) + p(t1)− cx′′′(t1 − τ)

−
n∑

i=1

βi(t1)gi(x(t1 − τi(t1)))− a0(t1)x(t1)]dt1,

(3.18)

where

G1(t, t1) =

ω1(t− t1), (k − 1)T ≤ t1 ≤ t ≤ kT

ω1(T + t− t1), (k − 1)T ≤ t ≤ t1 ≤ kT, (k ∈ N),
(3.19)

ω1(t) =
cosα1(t− T

2 )

2α1 sin
α1T
2

, (3.20)

α1 =
√
λM1 and

max
t∈[0,T ]

∫ T

0

|G1(t, t1)|dt1 =
1

λM1
. (3.21)

From (3.18), we have

x(t)

= (e
M0
M1

T − 1)

∫ t

0

λΦ(t, s)

∫ T

0

G1(s, t1)[p(t1) + (M1 − a1(t1))x
′(t1)

− a2(t1)x
′′(t1)− cx′′′(t1 − τ)−

n∑
i=1

βi(t1)gi(x(t1 − τi(t1)))]dt1ds

+ (e
M0
M1

T − 1)

∫ t

0

Φ(t, s)[
M0

M1
x(s)−

∫ T

0

λG1(s, t1)a0(t1)x(t1)dt1]ds (3.22)

+

∫ T

0

λΦ(t, s)

∫ T

0

G1(s, t− 1)[p(t1) + (M1 − a1(t1))x
′(t1)

− a2(t1)x
′′(t1)− cx′′′(t1 − τ)−

n∑
i=1

βi(t1)gi(x(t1 − τi(t1)))]dt1ds
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+

∫ T

0

Φ(t, s)[
M0

M1
x(s)−

∫ T

0

λG1(s, t1)a0(t1)x(t1)dt1]ds,

here Φ(t, s) is as in the statement of (2.6).
According to (3.22) and Lemma 3.2, we have

∥x∥0

≤ (
Tσ

M1
+

1

M0
){∥p∥0 + |c| max

t∈[0,T ]
|x′′′(t)|+M2∥x′′∥0 + (M1 −m1)∥x′∥0

+ (M0 −m0)∥x∥0 + max
t1∈[0,T ]

[

∫
E

(1)
1

|β1(t1)g1(x(t1 − τ1(t1)))|dt1

+

∫
E

(1)
2

|β1(t1)g1(x(t1 − τ1(t1)))|d1] + ...+ max
t1∈[0,T ]

[

∫
E

(n)
1

|βn(t1)gn(x(t1

− τn(t1)))|dt1 +
∫
E

(n)
2

|βn(t1)gn(x(t1 − τn(t1)))|d1]}

≤ (
Tσ

M1
+

1

M0
){|c| max

t∈[0,T ]
|x′′′(t)|+M2(

T

2
) max
t∈[0,T ]

|x′′′(t)|+ (M1

−m1)(
T

2
)2 max

t∈[0,T ]
|x′′′(t)|+ (M0 −m0)∥x∥0 + (γ + ε)∥x∥0 + C}.

(3.23)

By (3.23), we obtain

∥x∥0 ≤
2Tσ(TσM0 +M1)[B

∗ max
t∈[0,T ]

|x′′′(t)|+ C]

2TσM0M1 − (TσM0 +M1)[M1 + Tσ(M0 −m0 + γ)]
. (3.24)

Combining (3.17) and (3.24), we have

max
t∈[0,T ]

|x′′′(t)| ≤ (2TσM0M1 − C∗ +D∗)C

(2TσM0M1 − C∗)A∗ −B∗D∗

= D0

(3.25)

and

∥x∥0 ≤ 2Tσ(TσM0 +M1)

2TσM0M1 − C∗ [
(2TσM0M1 − C∗ +D∗)B∗C

(2TσM0M1 − C∗)A∗ −B∗D∗ + C]

= D1.

(3.26)

According to Lemma 3.2, (3.25) and (3.26) we get

∥x(i)∥0 ≤ Di (i = 0, 1). (3.27)

The proof of Lemma 3.3 is complete.
Now we give the proof of Theorem 3.1.

Proof. Let x(t) be a T -periodic solution of (3.9). Then by Lemma 3.3, we have
positive constants Di (i = 0, 1, 2, 3) which are independent of λ such that (3.10) is
true. By (3.2), we know that exist a M̂ > 0, such that

sgn(x)gi(x) >
1

nβ
(1)
i

∥p∥0, |x(t)| > M̂. (3.28)
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For any positive constant D > max
0≤i≤3

{Di}+ M̂.

Let
Ω : = {x ∈ X, ∥x∥ < D}.

Then L is a Fredholm mapping of index zero and N is L-compact on Ω (see [2]).
In terms of valuation of bounds of period solutions in Lemma 3.3 for any x ∈
∂Ω ∩ Dom(L) and λ ∈ (0, 1), Lx ̸= λNx. For any x ∈ ∂Ω ∩ Ker(L), x = D or
x = −D. It follows from (3.2), (3.4), (3.8) and (3.28), we have

(QNx) =
1

T

∫ T

0

[p(t)− cx′′′(t− τ)− a2(t)x
′′(t)− a1(t)x

′(t)

− a0(t)x(t)−
n∑

i=1

βi(t)gi(x(t− τi(t)))]dt

̸= 0.

In particular, we have

− 1

T

∫ T

0

[a0(t)D +

n∑
i=1

βi(t)gi(D)− p(t)]dt < 0

and
1

T

∫ T

0

[a0(t)D −
n∑

i=1

βi(t)gi(−D) + p(t)]dt > 0.

Thus, for each x ∈ KerL ∩ ∂Ω and η ∈ [0, 1], we get

xH(x, η)

= −ηx2 − x

T
(1− η)

∫ T

0

[−p(t) + cx′′′(t− τ) + a2(t)x
′′(t) + a1(t)x

′(t)

+ a0(t)x(t) +

n∑
i=1

βi(t)gi(x(t− τi(t)))]dt

̸= 0.

Hence, H(x, η) is a homotopy. This shows that

deg{QN,Ω ∩ Ker(L), 0}

= deg{− 1

T

∫ T

0

[−p(t) + cx′′′(t− τ) + a2(t)x
′′(t) + a1(t)x

′(t)

+ a0(t)x(t) +

n∑
i=1

βi(t)gi(x(t− τi(t)))]dt,Ω ∩ Ker(L), 0}

̸= 0.

By Theorem B, the equation Lx = Nx has at least a solution in Dom(L)∩Ω, then
there exists a T -periodic solution of (1.1). This completes the proof.

Similarly, we can prove Theorem 3.2. Details are so omitted here and left to the
readers.
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Theorem 3.2. Suppose (V1)− (V4) hold and also assume

lim
|x|→0+

sup|gi(x)
x

| ≤ ri (i = 1, 2, ..., n) (3.29)

and
lim

|x|→0+
sgn(x)gi(x) = 0. (3.30)

Then (1.1) possesses at least one T -periodic solution.

Appendix

Theorem A (Kranoselskii fixed point theorem). Let Ω be a Banach space
and X be a bounded, convex and closed subset of Ω. If U, S : X −→ Ω satisfy the
following conditions:

(1) Ux+ Sy ∈ X for every x, y ∈ X

(2) U is a contraction mapping

(3) S is completely continuous,

then U + S has a fixed point in X.

Theorem B (Mawhin’s continuation theorem). Let L be a Fredholm mapping
of index zero, and let N be L-compact on Ω. Suppose that

(1) Lx ̸= λNx, where λ ∈ (0, 1) and x ∈ ∂Ω, and

(2) QNx ̸= 0 and deg(QN,Ω ∩ Ker(L), 0) ̸= 0, where x ∈ ∂Ω ∩ Ker(L),

then the equation Lx = Nx has at least one solution in Ω ∩D(L).

Notation. Let X and Y be two Banach spaces. Suppose that L : DomL ⊂ X −→ Y
is a linear mapping and N : X −→ Y is a continuous mapping. Then the mapping
L is said to be a Fredholm mapping of index zero if dimKerL = codim ImL < +∞,
and ImL is closed in Y .

Let L is a Fredholm mapping of index zero. Then there exist continuous pro-
jectors P : X −→ X and Q : Y −→ Y such that ImP = KerL and ImL =
KerQ = Im(I − Q). Thus L|Dom L∩Ker P : (I − P )X −→ ImL has an inverse which
will be denoted by Kp. Suppose that Ω is an open and bounded subset of X.
Then the mapping N is said to be L-compact on Ω if QN(Ω) is bounded and
Kp(I −Q)N(Ω) is compact. For ImQ is isomorphic to KerL, there exists an iso-
morphism J : ImQ −→ KerL.
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