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EFFECT OF HERD SHAPE IN A DIFFUSIVE
PREDATOR-PREY MODEL WITH TIME

DELAY

Salih Djilali1,†

Abstract In this paper, we deal with the effect of the shape of herd behav-
ior on the interaction between predator and prey. The model analysis was
studied in three parts. The first, The analysis of the system in the absence
of spatial diffusion and the time delay, where the local stability of the equi-
librium states, the existence of Hopf bifurcation have been investigated. For
the second part, the spatiotemporal dynamics introduce by self diffusion was
determined, where the existence of Hopf bifurcation, Turing driven instability,
Turing-Hopf bifurcation point have been proved. Further, the order of Hopf
bifurcation points and regions of the stability of the non trivial equilibrium
state was given. In the last part of the paper, we studied the delay effect on
the stability of the non trivial equilibrium, where we proved that the delay
can lead to the instability of interior equilibrium state, and also the existence
of Hopf bifurcation. A numerical simulation was carried out to insure the
theoretical results.

Keywords Predator-prey model, herd behavior, spatial diffusion, time delay,
quadratic mortality, Turing instability, Turing-Hopf bifurcation.
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1. Introduction

After the pioneering works of Venturino [30], a new behavior of the prey has been
introduced into the interface, which called by herd behavior. This behavior can be
seen in the real world when the prey gather in a huge group. This social behavior
can be a useful strategy for defending of the prey from the predator. The smartness
of the prey in using this behavior can bee seen in the partition of the prey pack
for better defending against the predator. The strongest prey will situated on the
boundary of the herd for the role defending and weakest in the center of the herd.
This smartness of behavior can make a lot of difficulty for the predator. The task of
the predator of hunting prey is not easy as in the other case where it puts its focus
on the weakest one. For this case of interaction the predator can not hunt the inside
herd prey. In other word, the predator hunts only on the boundary of the group.
Obviously, the hunted prey by a predator will be proportional to the number of the
prey on the bounders of the pack. In the previous work such as [1, 5, 8, 12, 29–31]
the main assumption is to consider that the prey make a group in R2 with a regular
form such as circle or a square. In this case the number of the consumed prey by
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the predator will be proportional to the square root of the prey population density.
Obviously, the prey can not make a regular form only on R2 . For instance can
make it in R3. For better information we give a simple example of the case when
the prey make a cube, this case can be seen in dynamic of birds or fiche, so on.
The number of the consumed prey (denoted by R) is proportional to R

2
3 , for not

losing generality we will assume that the consumed prey is proportional to Rα where
0 < α < 1 (see Venturino and Bulai [3]) is the rate of the shape of prey herd. This
case was introduced in the first time by [34] and studied further by Venturino and
Bulai [3]. Also the presence of spatial diffusion was investigated in the paper [38]
where the existence and non existence of constant steady states. In the present
work, we will investigate in this case with the quadratic mortality of the predator.
The proposed system is the following one:Rt = rR(1− R

k
)− aRαF,

Ft = β(−µF 2 + aRαF ),
(1.1)

where R(t) and F (t) represents the prey and predator densities at the time t, k is
the carrying capacity of space for the prey population, r is the reproduction rate of
the prey, β is the conversion rate of prey to predators where 0 < β < 1, βµ is the
mortality rate. βa is the predation rate of the predator.

In the actual world, the prey and predator are always in movement. Mathemati-
cally can be modeled by presence of self diffusion. The spatial diffusion has been the
subject of many works such as the papers [2,4,9,23,25–27,32,33,36]. On the other
hand, It is well known that the reproduction of the predator is not instantaneous,
which means that the new born predator can not become an adult predator in the
same time of borne. In other word, the new born predator take a time τ to become
an adult which can be modeled by the presence of time delay in the interaction
functional for more examples see the papers [20, 24]. The system (1.1) becomes in
the presence of self-diffusion and time delay:

dR(x, t)

dt
− d1

d2R(x, t)

dx2
= rR(x, t)(1− R(x, t)

k
)− aR(x, t)αF (x, t), x ∈ [0, π]

dF (x, t)

dt
− d2

d2F (x, t)

dx2
= β(−µF (x, t)2 + aR(x, t− τ)αF (x, t)), t ≥ 0

dR

dx
(0, t) =

dF

dx
(0, t) =

dR

dx
(π, t) =

dF

dx
(π, t) = 0 ∀t ≥ 0,

R(x, t) = φ(x, t) ≥ 0 F (x, t) = ψ(x, t) ≥ 0 (x, t) ∈ [0, π]× [−τ, 0].

(1.2)
Where d1, d2 are the diffusions coefficient for the prey and predator, respectively.
x represents the distance covered by the prey or the predator. The homogeneous
Neumann boundary condition means that the prey and predator are in an isolated
patches. The steady of our system can implies many works, for instance for τ = 0
and α = 1

2 the system (1.2) becomes the system presented by Z.Xu and Y.Song [35]
and for τ > 0, α = 1

2 and if we replace the quadratic mortality by a linear mortality
we obtain the work presented by Song et al [28].

However, according to the best of our acquaintance there are no results on
dynamics of the systems (1.1), (1.2). For the subject of the study of the proposed
systems we organize the paper as follows
• In the next section, we will give some definitions and notations which are going

to be useful for the systems analysis.
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• Section 3 is devoted to prove the existence and the uniqness of the positive
equilibrium.
• In section 4, the stability of the equilibrium states for the system (1.1) has

been studied. Further, the existence of Hopf bifurcation has been shown.
• Sections 5, the study of the diffusion effect on system (1.1) where the presence

of Hopf bifurcation, diffusion driven instability, Turing-Hopf bifurcation have been
shown.
• In the last section, the study of the delay effect on the stability of the positive

equilibrium has been investigated, where we assumed that the non trivial equilib-
rium is locally asymptotically stable in the presence of self-diffusion only and we
proved that the delay can lead to the presence of Hopf bifurcation.
• In the end of the paper we will give some graphical representations for verifying

the theoretical results.

2. Preliminaries

The corresponding space to the boundary condition is C([−τ, 0], X) where

X = {R,F ∈ H2(0, π)/Rx(0, t) = Rx(π, t) = Fx(0, t) = Fx(π, t) = 0}.

For U1, U2 ∈ X, defining the usual inner product 〈U1, U2〉 =
∫ π
0

(R1R2 + F1F2)dx
and the associated Hilbertian norm of X denoted by ‖ · ‖2,2.

The associated eigenvalue problem is given by:−Θ′′ = µΘ x ∈ (0, π),

Θ′(0) = Θ′(π) = 0,
(2.1)

it is well known that µn = n2 and cos(nx) (n = 0, 1....) are the eigenvalues and the
eigenfunctions of the problem (2.1) on X, respectively.

Definition 2.1 (diffusion driven instability). If we assume that a equilibrium is
locally asymptotically stable in the absence of diffusion under some condition on
model parameters, and becomes unstable in the presence of diffusion. This behavior
called by Turing instability or diffusion driven instability.

Putting the characteristic equation for an equilibrium state in the variable λ as
the form

λ2 + Trnλ+Detn = 0.

Definition 2.2 (Turing-Hopf bifurcation). If there exist two integer n,m such that
n6= m and Hopf bifurcation curve defined by the equation Trn = 0. intersect Turing
instability (Tn) curve defined by the equation Detm = 0 then we can say we have
the existence of Turing-Hopf bifurcation.

3. The existence and the uniqueness of the positive
equilibrium

For this section, we will prove the existence and the uniqness of the non trivial equi-
librium. Obviously, the equilibrium states of the system (1.1) are also equilibrium
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states for (1.2). It is easy to verify that the system (1.1) has two boundary equi-
librium, the semi trivial equilibrium (k,0), and the trivial equilibrium (0,0). Now,
lets focus on proving the existence of the interior equilibrium (R∗, F ∗). Clearly, the
nontrivial equilibrium is the solution of the following systemR1−α(1− R

k
)− aF = 0,

−µF + aRα = 0.
(3.1)

Theorem 3.1. Assume that α ≥ 1
2 the system (1.1) has a unique nontrivial equi-

librium (R∗, F ∗) verifying R∗ < k.

Proof. The system (3.1) is equivalent to the following system
F1(R) =

r

a
R1−α(1− R

k
),

F2(R) =
a

µ
Rα.

(3.2)

It is easy to see that the intersection point between the curves defined by the
functions F1(R), F2(R) in the R − F plan is coordinates of the non trivial equilib-
rium. Also, for R > k there no intersection between the two curves. It is easy to
check that the functionals of the system (3.2) verify the following conditions

F1(0) = F1(k) = 0,

F ′1(R) =
r

a
(1− α)R−α − r

ak
(2− α)R1−α,

F ′′1 (R) = − r
a

(1− α)αR−α−1 − r

ak
(2− α)(1− α)R−α < 0,

which means that the functional F1(R) is a concave functional and has a maximum

at R∗ = k(1−α)
(2−α) > 0, and for the functional F1 we have

F2(0) = 0, F2(k) =
a

µ
kα > 0,

F ′2(R) =
aα

µ
Rα−1 > 0,

F ′′2 (R) =
aα

µ
(α− 1)Rα−2 < 0,

leads to say that F2 is strictly increasing concave functional. Now putting F1 = F2

which equivalent to

− µrR∗

a2k
−R2α−1 +

µr

a2
= 0. (3.3)

The existence and the uniqness of a positive root of the equation (3.3) can be easily
deduced under the condition α ≥ 1

2 . In other word, the two curves intersect in two
points (0,0) and (R∗, F ∗) verifying R∗ < k (see Figure 1). Which completes the
prove.

Remark 3.1. If α < 1
2 the system can have two interior equilibrium states. The

system can undergoes saddle-node bifurcation. the value of bifurcation point can
be determined using the equation (3.3).
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Figure 1. the existence of the nontrivial equilibrium (R∗, F∗) = (0.8112, 1.305) for the values

k=1;r=1.1;a=0.15;µ = 0.1; α = 2
3 .

4. Dynamics induced by the absence of delay and
diffusion

This section is devoted to study of the system (1.1) where the local stability of
the semi trivial equilibrium and the interior equilibrium, the existence of Hopf
bifurcation have been investigated.

The Jacobian matrix of the system (1.1) is given as follows

J(R,F ) =

 r − 2r

k
R− aαRα−1F aRα

βaαRα−1F β(−2µF + αRα)

 . (4.1)

It is easy to verify that the boundary equilibrium is always unstable. The Jacobian
matrix at (R∗, F ∗) is given as follows

J(R∗, F ∗) =

 r − 2r

k
R∗ − a2α

µ
R∗2α−1 −aR∗α

β a
2α
µ R∗2α−1 −βaR∗α

 . (4.2)

The eigenvalue of the the jacobian matrix (4.2) is the solution of the following
equation in λ 

Λ , λ2 + Tr0λ+Det0 = 0,

T r0 = −r +
2r

k
R∗ +

a2α

µ
R∗2α−1 + βaR∗α,

Det0 = βaR∗α[−r +
2r

k
R∗ +

a2α

µ
R∗2α−1(1 + α)].

(4.3)

Obviously, Hopf bifurcation occurs when Tr0 = 0 and Det0 > 0. Choosing β as
bifurcation parameter. Now putting

T = −r +
2r

k
R∗ +

a2α

µ
R∗2α−1, (4.4)

for the positivity of T we draw the following lemma.
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Lemma 4.1. Assume that R∗0 =
1− α
2− α

k then T < 0 for R∗ < R∗0 and T > 0 for

R∗ > R∗0.

Proof. From the proof of Theorem 3.1 we have F1(R∗) = F2(R∗) which is
equivalent to

r

a
R∗1−α(1− R∗

k
) =

a

µ
R∗α,

which gives

a2 = µrR∗1−2α(1− R∗

k
). (4.5)

Replacing a2 defined by (4.5) in (4.4) we obtain

T = r(−1 + α+
R∗

k
(2− α)), (4.6)

which means that T < 0 for R∗ < R∗0 and T > 0 for R∗ > R∗0. The proof of lemma
is completed.

Obviously Det0 = βaR∗αD∗ where

D∗ = −r +
2r

k
R∗ +

a2α

µ
R∗2α−1(1 + α) (4.7)

and sign(Det0) = sign(D∗). The following lemma illustrate the condition for the
positivity of D∗.

Lemma 4.2. Assume that the condition of the Theorem 3.1 holds and define

R∗1 =
−α2 − α+ 1

(2 + α)(1− α)
k then we have

(i) if α ∈ ( 1
2 ,
√
5−1
2 ) then D∗ > 0,

(ii) if α ∈ (
√
5−1
2 , 1) and R∗ > R∗1 then D∗ > 0,

(iii) if α ∈ (
√
5−1
2 , 1) and R∗ < R∗1 then D∗ < 0.

Proof. we replace a2 defined by (4.5) in (4.7) we get

D∗ = r(α2 + α− 1) +
rR∗

k
(2 + α)(1− α).

It is easy to verify the condition (i),(ii),(iii). The proof is completed.

Obviously, for having Hopf bifurcation we need to have Tr0 = 0 and Det0 > 0
and if T > 0 or D∗ < 0 we can not have Hopf bifurcation. The following assumption
are for verifying T < 0 and D∗ > 0. In other word, the following condition are a
necessary but not sufficient condition for having Hopf bifurcation.

(H1): R∗ < R∗0, α ∈ ( 1
2 ,
√
5−1
2 ).

(H2): α ∈ (
√
5−1
2 , 1), R∗1 < R∗ < R∗0.

Under (H1) or (H2) we have T < 0 and D∗ > 0 which means that Det0 > 0 and
Hopf bifurcation occurs if Tr0 = 0 and equivalent to

β = β0 =
−T
aR∗α

> 0. (4.8)
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Letting λ = δ(β)± iw(β) be the solution of the characteristic equation Λ verifying
δ(β0) = 0 and w(β0) =

√
Det0 and

d

dβ
δ(β)

∣∣∣∣
β=β0

= −1

2
aR∗α < 0,

leads to the existence of of Hopf bifurcation at β = β0.

5. The effect of the self-diffusion and time delay on
the proposed system

In this section, we will investigate with the presence of spatial diffusion and time
delay. Now, assume that the condition of the Theorem 3.1 holds next to the
condition (H1) or (H2). The linearized system of (1.2) at (R∗, F ∗) is as follows:

dR(x, t)

dt
− d1

d2R(x, t)

dx2
= −TR(x, t)− aR∗αR(x, t),

dF (x, t)

dt
− d2

d2F (x, t)

dx2
= −aβR∗αF (x, t) + βa2α

µ R∗2α−1R(x, t− τ).

(5.1)

The characteristic equation of (5.1) is

λ2 + λ(T + aβR∗α + n2(d1 + d2)) + d1d2n
4 + n2(d2T + d1aβR

∗α)

+ aβR∗αT +
βa3αR∗3α−1

µ
e−λτ = 0.

(5.2)

For τ = 0 the characteristic equation (5.2) becomes

λ2 + Trnλ+Detn = 0, (5.3)

where

Trn = T + aβR∗α + n2(d1 + d2) = n2(d1 + d2) + Tr0,

Detn = d1d2n
4 + n2(d2T + d1aβR

∗α) +Det0,
(5.4)

where Tr0 and Det0 are defined in (4.3).

5.1. Dynamics deduced by spatial diffusion

In this subsection, we will study the spatiotemporal dynamics in the absence of
time delay, which means we let τ = 0. It is well known that Hopf bifurcation occurs
if Trn = 0 and Detn > 0. In first, the following theorem gives the condition for not
having Hopf bifurcation.

Theorem 5.1. If k > R∗ > R∗0 then the system (1.2) has no Hopf bifurcation.

Proof. Obviously, if k > R∗ > R∗0 the non trivial equilibrium (R∗, F ∗) exists.
Under this condition we have T > 0 leads to deduce that Trn > 0 which means
we can not have Trn = 0, then there is no Hopf bifurcation, which completes the
proof.



Effect of herd shape in a predator-prey model 645

Now assume that the condition (H1) and (H2) holds. Trn = 0 is equivalent to

β = β(H)
n =

−T − (d1 + d2)n2

aR∗α
> 0. (5.5)

β
(H)
n > 0 if and only if n < N1 where N1 = max{n ∈ N/ − T − (d1 + d2)n2 > 0}.
β
(H)
n are the eventual bifurcation points. It is well known that Hopf bifurcation

occurs for Trn = 0 and Detn > 0 and obviously Det0 > 0. Detn can be written as
a quadratic polynomial in n2 which means:

Detn = Det(n2) = d1d2
(
n2
)2

+ n2(d2T + d1aβR
∗α) +Det0.

Det(0) > 0 leads to the existence of an positive integer n∗ such that Det(n2) > 0 for
n < n∗ and Det(n2) < 0 for n > n∗. Choosing N∗ = min{N1, n∗} and for n < N∗

and β = β
(H)
n we have Trn = 0 and Detn > 0 which means that the characteristic

equation (5.3) has a purely imaginary roots. Now letting λ = δ(β) ± iw(β) be

the solution of the characteristic equation (5.3) verifying δ(β0) = 0 and w(β
(H)
n ) =√

Det0 and
d

dβ
δ(β)

∣∣∣∣
β=β

(H)
n

= −1

2
Tr′n(β(H)

n ) = −1

2
aR∗α < 0,

which means that the system undergoes Hopf bifurcation at at β = β
(H)
n . Now lets

put our main focus on studying the order of Hopf bifurcation points, then we have
the following lemma.

Lemma 5.1. Assume that (H1) or (H2) holds and n < N∗ then we have the fol-
lowing estimation

β
(H)
N∗ < β

(H)
N∗−1 < ... < β(H)

n < β
(H)
n−1 < ... < β

(H)
1 < β

(H)
0 . (5.6)

Proof. From the characteristic equation we have Trn = 0 is equivalent to

Tr0(β) = −(d1 + d2)n2, (5.7)

where Tr0 defined in (4.3) and under (H1) and (H2) we have Tr0(0) = T < 0
and Tr′0(β) > 0. Which means Tr0(β) is strictly increasing in β and intersect the
horizontal axis at β0. The equation (5.7) posses solution if and only if −(d1+d2)n2>
Tr0(0) = T which leads to n < N∗ ≤ N1. It is clear that −(d1 +d2)n2 is strictly
decreasing in n, which leads to the order (5.6) see Figure 2. The proof is completed.

Under the above analysis the Hopf bifurcation induced by the presence of spatial
diffusion can be reduced by following theorem.

Theorem 5.2. Assume that the condition of Theorem 3.1, and (H1) or (H2)

holds and β
(H)
n defined in (5.5) we have the following results:

(i) The positive equilibrium state (R∗, F ∗) is locally asymptotically stable for 1 >

β > β
(H)
0 and unstable for β < β

(H)
0 .

(ii) System (1.2) undergoes Hopf bifurcation near (R∗, F ∗) for β = β
(H)
n and spatial-

ly homogeneous periodic solution occur for n = 0, and spatially non homogeneous
periodic solution for n = 1, ...n∗.
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Figure 2. The order of Hopf bifurcation points for the values d1 = 0.02, d2 = 0.03, k = 10, R∗ = 3.72,

r = 1.1, a = 0.15, µ = 0.05, α = 2
3 and T = −0.1267, N1 = 1, R∗ > R∗

0 = 2.5 and R∗
1 = −0.25 < R∗.

Now, lets put our main focus on studying the diffusion effect, which can elabo-
rated by the presence of diffusion driven instability known by Turing instability.

Theorem 5.3. Assume that R∗ < R∗0 and β > β∗ =
−d2T
d1aR∗

> 0 holds, then we

can not have Turing driven instability.

Proof. For R∗ < R∗0 and β > β∗ =
−d2T
d1aR∗

> 0 we have Detn > 0 which means

that Turing instability does not exists.

Theorem 5.4. Assume that R∗ < R∗0 and β < β∗ = min{β∗, β∗∗}, where β∗∗ =
−d2T
d1aD∗

the system can undergoes diffusion driven instability.

Proof. Solving Detn = 0 for d1 we obtain

d1(β, n) = −d2Tn
2 + aβR∗αD∗

n2(d2n2 + aβR∗α)
, n 6= 0. (5.8)

It is easy to check that d1 is strictly decreasing in β where 0 < β < β∗. Also we
can deduce that

d1(β, n) =


> 0 for 0 < β < β∗n =

−d2Tn2

aR∗αD∗
,

< 0 for 0 < β < β∗n =
−d2T
aR∗αD∗

,

n = 1, 2, ...

and the sequence β∗n is strictly increasing in n which means for β∗n > β∗1 = β∗ we
have d1(β, n) > 0 and for 0 < β < β∗ we have d1(β, n) > 0 for any integer n 6= 0.
In other word, for 0 < β < β∗, n < N∗ and d1 < d1(β, n) we have Detn < 0 and
remind that Tr0 > 0 and Det0 > 0 (see region G3 as example in Figure 3).

Now focusing on proving the existence of Turing Hopf bifurcation. The main
interest on studying the existence of Turing-Hopf bifurcation is for deducing the
region of the stability of the non trivial equilibrium. Using Definition 2.1 we
assume that the conditions R∗ < k, (H1), (H2) holds. Putting n=0, and solving
Tr0(β) = 0 in β we find

(H0) : β = β0 =
−T
aR∗α

(5.9)
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Figure 3. The existence of Turing-Hopf bifurcation point for the values the order of Hopf bifurcation

points for the values d2 = 0.03, k = 10, R∗ = 0.44, r = 1.1, a = 1.15, µ = 0.5, α = 2
3 , n∗ = 2 and

T = −0.4201, D∗ = 0.15, n∗ = 2. The region D1, D2 the case when the non trivial equilibrium is
unstable, D3 represent the region of Turing instability, D4 is the region of the stability of E∗.

and for n 6= 0 solving Detn = 0 in β we obtain

(Tn) : β = βT (d1, n) =
d2n

2(−d1n2 − T )

aR∗α(d1n2 +D∗)
. (5.10)

Defining the following functional

h(x) =
d2n

2(−xn2 − T )

aR∗α(xn2 +R∗αaD∗)
.

It is easy to verify that the functional h is strictly decreasing and h(0) = −d2n2T
aR∗αD∗ > 0

which means for having an intersection point between the curves (H0) and (Tn) in

the d1 − β plan we need to have h(0) > β0 which leads to N∗ > n >
[√

D∗

d2

]
choosing the minimum integer verifying this inequality.denoted by n∗ where

n∗ =


[√

D∗

d2

]
+ 1 if

[√
D∗

d2

]
+ 1 < N∗,

N∗ if
[√

D∗

d2

]
+ 1 > N∗.

Now we can deduce that the Hopf bifurcation curve (H0) intersect Turing instability

curve (Tn∗) at the point (d∗1,
−T
aR∗α

) where d∗1 =
−T (d2n

2
∗ −D∗)

n2∗(d2n
2
∗ − T )

. For more detail

see figure 3.

5.2. Hopf bifurcation deduced by the presence of time delay

The main interest in this subsection is to study the delay effect on the stability of the
nontrivial equilibrium (R∗, F ∗) for the system (1.2) by analyzing the characteristic
equation (5.2). Now, lets assume that the equilibrium (R∗, F ∗) is stable for in the
absence of time delay, where we assume that the conditions R∗ < k , (H1) or (H2)
holds and 1 > β > βH0 . However, we will prove the possibility of having Hopf
bifurcation, where we will investigate with the existence of purely imaginary roots
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λ = iω(ω > 0) for the characteristic equation (5.2), the equation (5.2) becomes

−ω2 + (T + aβR∗α + n2(d1 + d2))iω + d1d2n
4 + n2(d2T + d1aβR

∗α)

+aβR∗αT + βa3α
µ R∗3α−1e−iωτ = 0,

(5.11)

which equivalent to the following system−ω2 +An +B cos(ωτ) = 0,

T rnω −B sin(ωτ) = 0,
(5.12)

where Trn is defined in (5.4) andAn = d1d2n
4 + n2(d2T + d1aβR

∗α) + aβR∗αT,

B = βa3α
µ R∗3α−1.

It is easy to rewrite the system (5.12) as a quadratic equation in ω2

ω4 + Pnω
2 +Qn = 0, (5.13)

wherePn = Tr2n − 2An = (T + d1n
2)2 + (aβR∗α + d2n

2)2 > 0,

Qn = A2
n −B2 = Detn

[
d1d2n

4 + n2(d2T + d1aβR
∗α)+aTβR∗α− βa3α

µ R∗3α−1
]
.

(5.14)
It is well know that for having positive solution for the equation (5.13) it must be
Qn < 0, we define the following functional

L(n2) = d1d2n
4 − n2(d2T + d1aβR

∗α) + aTβR∗α − a3α2βR∗3α−1.

It is easy to see that L(n2) has the same sign with Qn since we have Detn > 0.
indeed, L(0) < 0 then we can deduce the existence of an integer N1 such that

L(n2) < 0, for n = 0, 1, ...N1, and L(n2) > 0 for n > N1 (5.15)

under the condition (5.15) we can deduce the existence of a unique positive solution
of the equation (5.13) which is

ωn =

√
−Pn +

√
P 2
n − 4Qn

2
, (5.16)

when n = 0, 1, ...N1, and we have the following results

Lemma 5.2. The equation (5.2) posses a purely imaginary roots iωn for each n ∈
{0, 1, ..., N1}, and has no purely imaginary roots for n > N1.

Using (5.12) we have for n ∈ {0, 1, ..., N1}

τnj = τn0 +
2πj

ωn
, and τn0 =

1

ω+
n

arccos

(
ω2 −An

B

)
. (5.17)
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Lemma 5.3. The Hopf bifurcation points verify the following estimation

τ0j < τ1j < τ2j < ... < τ(N1−2)j < τ(N1−1)j . j = 0, 1, .... (5.18)

Proof.

ω2
n =
−Pn +

√
P 2
n − 4Qn

2
=

2

Pn
−Qn +

√(
Pn
−Qn

)2
+ 4
−Qn

.

It is well known that Pn, Qn are strictly increasing in n, which mean that Pn
−Qn ,

1
−Qn

are also strictly increasing in n which leads to deduce that ω2
n is decreasing in n,

which gives ω2−An
B is decreasing in n. All the above results leads to say that τn0 is

increasing in n and that gives the estimation (5.18). The proof is completed.
It is easy to see that

τmin = τ00 = min
n∈{0,1,...,N1} j∈N

{τnj}. (5.19)

For the transversality condition we let λ(τ) = κ(τ) ± iυ(τ) are the roots of the
characteristic equation (5.2) near τ = τnj satisfying κ(τnj) = 0 and υ(τnj) = iωn,
then we have

Lemma 5.4.
dRe(λ(τ))

dτ

∣∣∣∣
τ=τnj

> 0 (5.20)

for n ∈ {0, 1, ..., N1} j ∈ N.

Proof. It is easy to verify that (by differentiating the two sides of the equation
(5.2) for τ)

1

λ′(τ)
=

(2λ+ Trn)eλτ

Bλ
− τ

λ
(5.21)

leads to

Re

(
1

λ′(τ)

)∣∣∣∣
τ=τnj

= Re

(
(2λ+ Trn)eλτ

Bλ
− τ

λ

)∣∣∣∣
τ=τnj

= Re

(
(2iωn + Trn)eλτ

Biωn
− τ

iωn

)
=

2ωB cosωnτnj +BTrn sinω+
n τnj

ωnB2

=
2ω+2

n + Tr2n − 2An
B2

=
2ω+2

n + Pn
B2

> 0.

Which completes the proof.
The above results illustrate the following theorem.

Theorem 5.5. Assume that R∗ < k , (H1) or (H2) > 0 holds and, 1 > β > β0
and τ00 defined by (5.19) then we have the following results:
(i) If τ ∈ [0, τm) then the nontrivial equilibrium (R∗, F ∗) is asymptotically stable.
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Figure 4. Numerical simulation shows the dynamic near Hopf bifurcation point in system (1.2) and
τ = 0 for the values in Figure 2. For (A) and (B) we have (d1, β) = (0.01, 0.3) (which means (d1, β) inD4)
the non trivial equilibrium is asymptotically stable and the initial data (φ, ψ) = (R∗ + 0.3 cos 2x, P∗ +
0.3 cos 2x). For (C) and (D) we have (d1, β) = (0.01, 0.2) (which means (d1, β) in D1) the non trivial
equilibrium is unstable and the initial data (φ, ψ) = (R∗ + 0.3 cos 2x, P∗ + 0.3 cos 2x).

(ii) If τ > τm then the nontrivial equilibrium (R∗, F ∗) is unstable.
(iii) The system (1.2) undergoes Hopf bifurcation near (R∗, F ∗) at τ = τnj for n ∈
{0, 1, ..., N1} and j ∈ N. Further, when n = 0 the periodic solution are homogeneous,
and for n = 1, ..., N1 are non homogeneous.

6. Conclusion

We dealt in this paper with the effect of the shape of herd behavior in the interaction
between the prey and the predator. The shape can control the number of the hunted
prey by a predator which is going to be proportional to the number of the prey on
the boundary of the pack. The spatiotemporal dynamics was successfully studied
in different cases. In the second section, we analyzed the local stability of the
constant equilibrium states. For the effect of diffusion on the behavior of solution
we applied a local bifurcation theory to study the existence of Hopf bifurcation
for some values of the system parameters, also the presence of diffusion can lead
to multi existence of Hopf bifurcation points where we tried to give the order of
this bifurcation points which can be seen easily in figure 2. Based on the result
introduced by Turing, the existence of diffusion driven instability has been proved.
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Figure 5. Dynamics introduced by the presence of time delay for the system (1.2) where we assumed
that (d1, β) in D4 for the same value of Figure 2 and 4 ((A) and (B)). For (A) and (B) we have
τ = 2 < τ00 = 2.8601 and the initial conditions (φ, ψ) = (R∗ + 0.5, P∗ + 0.5). For (C) and (D) we have
τ = 3 > τ00 = 2.8601 and the initial conditions (φ, ψ) = (R∗ + 0.5, P∗ + 0.5).

On the other hand, we have investigated the existence of both Hopf bifurcation
and Turing driven instability which was called by Turing-Hopf bifurcation point.
The importance of calculation of Turing-Hopf bifurcation point is for determining
the region of the stability of the non trivial equilibrium, where in figure 3 we gave
in detail the region of the stability of the positive equilibrium, for instance in G1

we have Tr0 > 0 and Det1 < 0 which means that E∗ is unstable, in G2 we have
Tr0 > 0 and Det1 > 0 which means that E∗ is unstable, in G3 we have Tr0 > 0 and
Det1 < 0 which means that E∗ is unstable (this region is called region of Turing
instability), in G4 we have Tr0 < 0 and Det1 > 0 which means that E∗ is stable.
In the last part of the paper we investigated with the delay effect on the stability
of the non trivial equilibrium, where the Theorem 5.3 has been used to verify the
stability of the positive equilibrium in the presence of diffusion only. We obtained
that the delay can lead to instability and even Hopf bifurcation. Finally, Figure 4
has been used to verify some results obtained by the presence of self diffusion only,
more precisely the stability of E∗, in the region G4 in Figure 3 and the instability
of E∗, in the region G1 in Figure 3 and the existence of a stable homogeneous
periodic solution. For Figure 5, the local stability of the nontrivial equilibrium in
the presence of time delay for τ < τ00 and instability for τ > τ00 have been shown.
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