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Abstract We establish the vanishing viscosity limit of the zero-mode of the
linearized Primitive Equations in a cube. Our method is based on the ex-
plicit construction and estimates of the boundary layers. This result, together
with that in [12,15], allows us to conclude the vanishing viscosity limit of the
linearized Primitive Equations in a cube.
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1. Introduction.

In this article, we are interested in the study of the mode-zero case of the Linearized
Primitive Equations (LPEs) at small viscosity in a rectangle Ω = {(x, y) : 0 ≤ x ≤
L1, 0 ≤ y ≤ L2}. The viscous modal equations are given as

uε0t + Ū0u
ε
0x − fvε0 + ϕε0x − ε∆uε0 = F0u,

vε0t + Ū0v
ε
0x + fuε0 + ϕε0y − ε∆vε0 = F0v,

uε0x + vε0y = 0,

(1.1)

where (uε0, v
ε
0) is the velocity vector field, ϕε0 is the pressure, f = f0(1 + βy) is the

Coriolis parameter with constants f0, β > 0, and ε is the viscosity. The subscript 0
indicates the variables of the zero mode which will be explained below. Throughout,
Ū0 is assumed to be a positive constant. We supplement the system (1.1) with the
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initial and boundary conditions

(uε0, v
ε
0) = 0 on ∂Ω, (1.2)

(uε0, v
ε
0) = (ũ0, ṽ0)(x, y) at t = 0. (1.3)

Here it is natural to assume the following compatibility condition

(ũ0, ṽ0) = 0 on ∂Ω. (1.4)

The incompatible case can be treated similarly as in [9].
The viscosity ε is typically small. Formally taking the limit ε→ 0 in the system

(1.1), one derives the inviscid problem
u00t + Ū0u

0
0x − fv00 + ϕ00x = F0u,

v00t + Ū0v
0
0x + fu00 + ϕ00y = F0v,

u00x + v00y = 0.

(1.5)

Following [5, 13, 14], we prescribe the following boundary and initial conditions for
the inviscid system (1.5):

u00|x=0 = u00|x=L1
= 0, (1.6)

v00 |x=0 = v00 |y=0 = v00 |y=L2 = 0, (1.7)

(u00, v
0
0) = (ũ0, ṽ0)(x, y) at t = 0. (1.8)

Note that the inviscid problem and the viscous problem have the same initial con-
dition (1.8). Furthermore, it follows from the divergence-free condition and the first
boundary condition (1.6) that∫ L1

0

v00y(x, y, t)dx = −
∫ L1

0

u00x(x, y, t)dx = 0. (1.9)

Hence, the second boundary condition (1.7) implies that∫ L1

0

v00(x, y, t)dx = 0. (1.10)

We will work with regular solutions to the system (1.5). It is natural to assume the
following compatibility conditions at the right two corners of the domain

u00 = 0, v00 = 0 at (L1, 0) and (L1, L2). (1.11)

Since v00 = 0 at x = 0, one has that v00y = 0 at x = 0. Then the divergence-free
condition implies that

u00x = 0 at x = 0. (1.12)

The well-posedness of the inviscid system (1.5) equipped with the initial-boundary
conditions (1.6)–(1.8) is established in [5]. Throughout, we assume the following
regularity holds

(u00, v
0
0) ∈ C1(0, T ;H3(Ω)). (1.13)
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Our aim is to establish the rigorous vanishing viscosity limit, i.e., the conver-
gence in L2 of the viscous solution (uε0, v

ε
0, ϕ

ε
0) to the inviscid one (u00, v

0
0 , ϕ

0
0) as

ε → 0. We take the classical Prandtl correctors approach. That is, one first de-
termines the different boundary layers generated, at small viscosity, by the viscous
LPEs; an approximate solution can then be defined in terms of the solution to
the inviscid LPEs plus various boundary layers; finally one can try to obtain the
desired convergences by the energy method. This approach allows us to establish
the convergence with explicit convergence rates. The main result of this article is
summarized in the following theorem

Theorem 1.1. Let (uε0, v
ε
0) be the solution to the viscous problem (1.1), and (u00, v

0
0)

be the solution to the inviscid problem (1.5) emanating from the same initial condi-
tion and forcing terms. Assume that (u00, v

0
0) ∈ C1(0, T ;H3(Ω)). Then the following

vanishing viscosity limit holds

||(uε0 − u00, v
ε
0 − v00)||L∞(0,T ;L2(Ω)) ≤ Cε

1
4 , ||ϕε0 − ϕ00||L2(0,T ;L2(Ω)) ≤ Cε

1
4 . (1.14)

where C is a constant independent of ε.

Our study of the vanishing viscosity limit of the zero mode LPEs stems from
the effort of resolving the issue of boundary conditions for the inviscid linearized
Primitive Equations which is an important model for short term regional weather
predictions. It is well-known [21, 25, 29] that the inviscid LPEs are not well-posed
for any set of local boundary conditions. For the inviscid LPEs in a cube, a classical
approach is to impose boundary conditions for the PEs mode by mode, after the
normal mode expansion of the solution in the vertical direction. A natural way
of justifying these choices of local boundary conditions for the inviscid LPEs is to
prove the vanishing viscosity limit, ideally with explicit convergence rates. Below
we briefly recall the procedure.

Recall that the linearized primitive equations (around the flow Ū0 in the direction
Ox) in M = Ω× (−L3, 0) take the following form (see e.g. [17], [18] and [26])

uεt + Ū0u
ε
x − fvε + ϕεx − ε∆3u

ε = Fu,

vεt + Ū0v
ε
x + fuε + ϕεy − ε∆3v

ε = Fv,

ψεt + Ū0ψ
ε
x +N2wε − ε∆3ψ

ε = Fψ,

ϕεz − ψε = 0,

uεx + vεy + wεz = 0,

(1.15)

where ∆3 = ∆ + ∂2/∂z2, (uε, vε, wε) is the 3D velocity vector field, ϕε is the
pressure, ψε is the temperature field, N is a positive constant with N2 representing
the buoyancy frequency [22]. The boundary and initial conditions are prescribed as
follows are chosen as follows:

(uε, vε, ψε) = 0 on ∂Ω× (−L3, 0), (1.16)

(
∂uε

∂z
,
∂vε

∂z
, ψε, wε) = 0 at z = 0,−L3, (1.17)

(uε, vε, ψε) = (ũ, ṽ, ψ̃)(x, y, z) at t = 0. (1.18)
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The inviscid system corresponds to the system (1.15) with ε = 0

u0t + Ū0u
0
x − fv0 + ϕ0x = Fu,

v0t + Ū0v
0
x + fu0 + ϕ0y = Fv,

ψ0
t + Ū0ψ

0
x +N2w0 = Fψ,

ϕ0z − ψ0 = 0,

u0x + v0y + w0
z = 0.

(1.19)

To prescribe appropriate local boundary conditions for the inviscid LPEs, fol-
lowing [15] we expand the viscous solutions by the following normal modal decom-
positions:

(uε, vε, ϕε) =
∑
n≥0

Un(z)(uεn, vεn, ϕεn)(x, y, t), (wε, ψε) =
∑
n≥1

Wn(z)(w
ε
n, ψ

ε
n)(x, y, t).

Here U0 = 1√
L3

, Un =
√

2
L3

cos(λnz), Wn =
√

2
L3

sin(λnz), and the frequency λn

is given by λn = nπ
L3

with integer n. The corresponding normal mode decomposi-
tions are also performed to the forcing terms Fu, Fv, Fψ and to the initial condi-
tions. The modal equations derived are presented as follows: for n = 0,(u00, v

0
0) ∈

C1(0, T ;H3(Ω)) 
uε0t + Ū0u

ε
0x − fvε0 + ϕε0x − ε∆uε0 = Fu0,

vε0t + Ū0v
ε
0x + fuε0 + ϕε0y − ε∆vε0 = Fv0,

uε0x + vε0y = 0,

(1.21)

and for n ≥ 1, 

uεnt + Ū0u
ε
nx − fvεn + ϕεnx + ελ2nu

ε
n − ε∆uεn = Fun,

vεnt + Ū0v
ε
nx + fuεn + ϕεny + ελ2nv

ε
n − ε∆vεn = Fvn,

ψεnt + Ū0ψ
ε
nx +N2wεn + ελ2nψ

ε
n − ε∆ψεn = Fψn,

ϕεn = −λ−1
n ψεn,

wεn = −λ−1
n (uεnx + vεny).

(1.22)

Note that the case of n = 0 is the mode-zero case (compare to (1.1)) which is the
focus of this study.

The corresponding inviscid model equations are derived in the same way and
take the form of Eqs. (1.1) and (1.22) with ϵ = 0. Here we do not write down
the inviscid modal equations explicitly, but point out that the mode-zero case is a
parabolic-elliptic system (similar to the linearized Euler equations) and the modes
n ≥ 1 are hyperbolic systems. As is explained in [25], two types of modes for n ≥ 1
have to be further distinguished, depending on the flow of characteristics (hence
different imposition of boundary conditions and resulting different PDEs). Let nc
be such that ncπ

L3
= λnc <

N
Ū0

< λnc+1 = (nc+1)π
L3

. The modes 1 ≤ n ≤ nc are called
subcritical, and the modes n > nc are called supercritical. We do not consider the
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non-generic case where L3N/πŪ0 is an integer. The result of vanishing viscosity
limit for the supercritical modes and subcritical modes are established in [15] and
[12], respectively, by the careful study of various boundary layers. Combining the
convergence result proved in Theorem 1.1 with those established in [12, 15], we
obtain the following vanishing viscosity limit for the linearized PEs system (1.15)
in a cube.

Corollary 1.1. Let (uε, vε, wε, ϕε, φε) be the solution to the viscous problem (1.15)
equipped with initial boundary conditions (1.16)–(1.18), and (u0, v0, w0, ϕ0, φ0) be
the solution to the inviscid problem (1.19) with initial boundary conditions pre-
scribed mode by mode. Assume that the inviscid solution is smooth such that
(u0, v0, w0, ϕ0, φ0) ∈ C1(0, T ;H3(M)). Then the following vanishing viscosity limit
holds

||(uε − u0, vε − v0, wε − w0, φε − φ0)||L∞(0,T ;L2(M)) ≤ Cε
1
4 , (1.23)

||ϕε − ϕ0||L2(0,T ;L2(M)) ≤ Cε
1
4 ,

where C is a constant independent of ε.

The problem of vanishing viscosity limit in fluid dynamics is a difficult problem
because it is a singular perturbation problem that incurs boundary layers, cf. the
review articles [6,10,19] and references therein. In the case of domains with corners,
as is in the current study, one also needs to address corner layers in the boundary
layer analysis. The study of corner layers is very challenging, even when the equa-
tions are linear [23, 27, 28], see also [7, 16, 20] for results in non-linear settings. As
we remarked earlier, the proof of Corollary 1.1 is accomplished in a series of three
articles, due to the distinctive nature of the underlying inviscid problems, hence
different construction of the boundary layers. The case of the supercritical modes
is studied in [15] which involves the construction of parabolic boundary layers, or-
dinary boundary layers, elliptic boundary layers, and corner boundary layers. The
supercriticality is crucial in the estimate of the corner layers for the supercritical
modes. The article [12] treats the subcritical modes. The lack of damping effect in
the subcritical modal equations leads to a different construction of the corner layers.
The convergence involving the boundary layers in the subcritical modes is weaker
than that in the supercritical modes. This work undertakes the analysis for the
mode-zero case that is similar to the linearized Euler equation, see Eqs. (1.5). We
avoid the construction of corner boundary layers entirely by taking advantage of the
explicit construction and estimates of the parabolic boundary layers and ordinary
boundary layers. This approach allows us to establish the vanishing viscosity limit.
We point out that the construction of corner boundary layers is still needed if one
wishes to obtain optimal convergence in the leading order expansions. The optimal
convergence and convergence in the H1 norm will be considered in a forthcoming
work.

This work dealing with a subject dear to Claude-Michel Brauner (singular per-
turbations, see e.g. [1–4]) is dedicated to him with appreciation and friendship on
the occasion of his seventieth birthday.
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2. Boundary layer analysis

Define (ϑu, ϑv, ϑϕ) = (uε0−u00, vε0−v00 , ϕε0−ϕ00) as the difference between the viscous
solution and the inviscid one. Subtracting (1.5) from (1.1), we find that

ϑut + Ū0ϑux − fϑv + ϑϕx − ε∆ϑu = ε∆u00,

ϑvt + Ū0ϑvx + fϑu + ϑϕy − ε∆ϑv = ε∆v00 ,

ϑux + ϑvy = 0,

(2.1)

with zero initial conditions

(ϑu, ϑv, ϑϕ) = 0 at t = 0, (2.2)

and the boundary conditions,

ϑu = 0 at x = 0, L1, ϑu = −u00 at y = 0, L2, (2.3)

ϑv = 0 at x = 0, y = 0, L2, ϑv = −v00 at x = L1. (2.4)

Formally, the source terms in the system (2.1) are of O(ε). The only O(1)
discrepancies are present on the boundaries, i.e., Eqs. (2.3) and (2.4). Following the
Prandtl approach, we correct these O(1) discrepancies by leading order boundary
layer correctors.

2.1. Parabolic Boundary Layers (PBL) at y = 0, L2

We first construct the so-called parabolic boundary layers which resolve the discrep-
ancies between the viscous solution uε0 and the inviscid solution u00 at the boundaries
y = 0, L2, i.e., ϑu = −u00 at y = 0, L2 as in (2.3). Since the construction at y = 0
and at y = L2 is the same, we only present the case at y = 0 which is distinguished
by the superscript 1 in the notation of the variables.

As in the classical boundary layer theory for Navier-Stokes equations at small
viscosity, we make the following ansatz (to the leading order approximation)(

ϑu, ϑv, ϑϕ
)
=

(
φ̄1
u(t, x, ȳ), φ̄

1
v(t, x, ȳ), γ

1
ϕ(t, x, ȳ)

)
, (2.5)

where ȳ = y/
√
ε is the stretched variable. Substituting the ansatz (2.5) into the

system (2.1) and identifying the leading order terms, one arrives at the following
equations

φ̄1
ut + Ū0φ̄

1
ux − εφ̄1

uyy = 0, (2.6)

fφ̄1
u + γ1ϕy = 0, (2.7)

φ̄1
ux + φ̄1

vy = 0. (2.8)

Note that γ1ϕ and φ̄1
v are slave variables of φ̄1

u via Eqs. (2.7) and (2.8), respectively.

Taking into account matching conditions, i.e., the boundary layers are (expo-
nentially) small away from the boundary y = 0, one finds that the boundary layer
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φ̄1
u satisfies, for 0 < x < L1, t > 0,

φ̄1
ut + Ū0φ̄

1
ux − εφ̄1

uyy = 0,

φ̄1
u = −u00(x, 0, t) at y = 0,

φ̄1
u → 0 as y/

√
ε→ ∞,

φ̄1
u = 0 at x = 0,

φ̄1
u = 0 at t = 0,

(2.9)

and that the boundary layer φ̄1
v satisfies φ̄1

ux + φ̄1
vy = 0,

φ̄1
v = 0 at y = 0.

(2.10)

The corrector γ1ϕ is determined uniquely up to a constant by Eq. (2.7), once φ̄1
u is

solved from Eq. (2.9). The systems (2.9) and (2.10) imply the following conditions

φ̄1
u = φ̄1

ux = φ̄1
v = 0, at x = 0. (2.11)

We note that the parabolic boundary layer systems (2.9) and (2.10) are the same
as those in [12,15]. The following lemma summarizes the estimates on φ̄1

u, φ̄
2
u.

Lemma 2.1. Assume that i, l,m ≥ 0, 0 ≤ 2max{i, l− 1}+m ≤ 2, and 0 ≤ t ≤ T .
Denote by γu00 the trace of u00 at y = 0. For every j ∈ N+, there exist constants κj
depending on j, i, l,m but independent of ε such that∣∣∣∣yj ∂i+l+mφ̄1

u

∂ti∂xl∂ym

∣∣∣∣
L∞(0,T ;L2(Ω))

≤ κj K
2
i,l,m(u00)ε

−m
2 ε

j
2+

1
4 , (2.12)

where

K2
i,l,m(u00) = ∥γu00∥W i,∞(0,T ;Hl

x(0,L1)) if m = 0,

K2
i,l,m(u00) =

∑
q+r=1,q,r≥0

∥γu00∥W q,∞(0,T ;Hl+r
x (0,L1))

if m = 1, 2. (2.13)

In particular, the following pointwise estimates hold∣∣∣∣∂iφ̄1
u

∂ti
(·, y, t)

∣∣∣∣
Hl

x(0,L1)

≤ κ sup
t∈[0,T ]

∣∣∣∣∂i(γu00)∂ti
(·, t)

∣∣∣∣
Hl

x(0,L1)

exp

(
−c y√

ε

)
, (2.14)

ε

∣∣∣∣∂2φ̄1
u

∂y2
(·, y, t)

∣∣∣∣
Hl

x(0,L1)

≤ κK2
i,l,2(u

0
0) exp

(
−c y√

ε

)
, (2.15)∣∣∣∣∂φ̄1

u

∂y
(·, y, t)

∣∣∣∣
Hl

x(0,L1)

≤ κK2
i,l,1(u

0)ε−
1
2 exp

(
−c y√

ε

)
. (2.16)

Proof. The proof of Lemma 2.1 is essentially contained in [12]. We give the details
here for the sake of completeness.

The systems (2.9) can be solved explicitly by Fourier transform. Introducing a
function gu(x, t) = −γ0(u00)(x, t), 0 < x < L1, we obtain the following compatibility
conditions from Eqs. (2.11)

gu(0, t) = gux(0, t) = gu(x, 0) = 0. (2.17)
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Note that gu(·, t) ∈ C1([0, L1]) by the trace theorem and Sobolev embedding. We
first extend gu by zero for x < 0, and then smoothly for x > L1 such that the
extension, denoted by g̃u, has compact support in R. The compatibility condition
(2.17) and the regularity assumption (1.13) imply that ∂ig̃u(x, t)/∂t

i ∈ H2
x(R) for

i = 0, 1 and ∥∥∥∥∂ig̃u∂ti
(x, t)

∥∥∥∥
Hl

x(R)
≤ κ

∥∥∥∥∂igu∂ti
(x, t)

∥∥∥∥
Hl

x(0,L1)

, l = 0, 1, 2. (2.18)

Likewise, we extend φ̄1
u by zero to x < 0 such that,

φ̃(x, y, t) =

{
φ̄1
u(x, y, t), for x > 0,

0, for x < 0,
(2.19)

The extended profile φ̃ is required to satisfy

φ̃t + Ū0φ̃x − εφ̃yy = 0, x ∈ R, y > 0

φ̃ = g̃u(x, t) at y = 0,

φ̃→ 0 as y/
√
ε→ ∞,

φ̃ = 0 at t = 0.

(2.20)

The consistency in the construction follows from the compatibility conditions (2.11)
and the uniqueness of the solution.

One now takes the Fourier transform of the Eq. (2.20) in the x variable. Solving
the heat equation on a quarter plane (ȳ > 0, t > 0) gives

φ̂ =

√
2

π

∫ ∞

y√
2εt

exp

(
−s

2

2
− Ū0iω

y2

2εs2

)
ĝu

(
ω, t− y2

2εs2

)
ds, (2.21)

where the hat notation denotes the Fourier transform in x. The solution φ̄1
u of (2.9)

is determined as

φ̄1
u = φ̃χ{0<x<L1}, (2.22)

where φ̃ is the inverse Fourier transform of φ̂ defined in (2.21).
We now derive the estimates outlined in the Lemma. First we note that ĝu(ω, 0) =

0, thanks to the compatibility conditions (2.17). By Parseval’s identity, we derive
that, for i = 0, 1,∣∣∣∣∂iφ̄1

u

∂ti
(·, y, t)

∣∣∣∣
Hl

x(0,L1)

≤ κ

∣∣∣∣∂iφ̃∂ti (·, y, t)
∣∣∣∣
Hl

x(R)
=

l∑
k=0

κ

∣∣∣∣(iω)k ∂iφ̂∂ti (·, y, t)
∣∣∣∣
L2

ω(R)

≤
l∑

k=0

κ sup
t∈[0,T ]

∣∣∣∣(iω)k ∂iĝu∂ti
(ω, t)

∣∣∣∣
L2

ω(R)

∫ ∞

y√
2εt

exp

(
−s

2

2

)
ds

≤
l∑

k=0

κ sup
t∈[0,T ]

∣∣∣∣(iω)k ∂iĝu∂ti
(ω, t)

∣∣∣∣
L2

ω(R)
exp

(
−c y√

ε

)
≤ κ sup

t∈[0,T ]

∣∣∣∣∂i(γu00)∂ti
(·, t)

∣∣∣∣
Hl

x(0,L1)

exp

(
−c y√

ε

)
.

(2.23)
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Hence (2.12) is valid for i = 0, 1, l = 0, 1, 2, m = 0, in light of the estimate (2.18).
For i = 0,m = 2, it follows from Eq. (2.9)1 that ε|φ̄1

uyy|Hl(0,L1) ≤ κ|φ̄1
u|Hl+1(0,L1)+

κ|φ̄1
ut|Hl(0,L1), l = 0, 1. One deduces from the estimate (2.23) that

ε

∣∣∣∣∂2φ̄1
u

∂y2
(·, y, t)

∣∣∣∣
Hl

x(0,L1)

≤ κK2
i,l,2(u

0
0) exp

(
−c y√

ε

)
. (2.24)

For i = 0, m = 1, since ĝu(ω, 0) = 0, differentiating (2.21) in y gives

∂φ̂

∂y
=

√
2

π

∫ ∞

y√
2εt

exp

(
−s

2

2
− Ū0iω

y2

2εs2

)
·
{
−Ū0iω − ∂

∂t

}
ĝu

(
ω, t− y2

2εs2

)
y

εs2
ds.

(2.25)

Then∣∣∣∣∂φ̄1
u

∂y
(·, y, t)

∣∣∣∣
Hl

x(0,L1)

≤ κ

∣∣∣∣∂φ̃∂y (·, y, t)
∣∣∣∣
Hl

x(R)
=

l∑
k=0

κ

∣∣∣∣(iω)k ∂φ̂∂y (·, y, t)
∣∣∣∣
L2

ω(R)

≤
l∑

k=0

κ sup
t∈[0,T ]

∣∣∣∣(iω)k {−Ū0iω − ∂

∂t

}
ĝu(ω, t)

∣∣∣∣
L2

ω(R)
× ε−1

∫ ∞

y√
2εt

exp

(
−s

2

2

)
y

s2
ds

≤ κK2
i,l,1(u

0
0)ε

−1

∫ ∞

y√
2εt

exp

(
−s

2

2

)
y

s2
ds

≤ κK2
i,l,1(u

0
0)ε

− 1
2 exp

(
−c y√

ε

)
,

(2.26)

which is valid for l = 0, 1. In deriving the last step of inequality (2.26) we have used∫ ∞

y√
2εt

exp

(
−s

2

2

)
y

s2
ds =

√
2εt exp

(
− y2

4εt

)
− y

∫ ∞

y√
2εt

exp

(
−s

2

2

)
ds

≤
√
2εt exp

(
− y2

4εt

)
≤ κ

√
ε exp(−c y√

ε
).

(2.27)

Inequality (2.12) now follows from |yj exp(−α yε )|Lp(0,L2) ≤ κ( εα )
j+ 1

p for α > 0,
1 ≤ p ≤ ∞. The estimates (2.14)–(2.16) are clear from the process of the argument
above. Lemma 2.1 is thus proved.

The corrector φ̄2
u at y = L2 satisfies similar estimates. It follows from Eq. (2.10)

that φ̄1
v(t, x, y) = −

∫ y
0
φ̄1
ux(t, x, τ)dτ . The estimates on φ̄1

v can be readily derived
from (2.12)–(2.16). For instance, one has

|φ̄1
v(t, x, y)| ≤ C

√
ϵ
[
1− exp(−cy/

√
ε)
]
. (2.28)

It is seen from (2.14) that the trace of φ̄1
u at y = L2 is exponentially small in

the L2 norm, but may not be zero. To construct a global corrector that satisfies
the correct boundary conditions, we introduce a smooth cut-off function σ = σ(r)
such that for L = min{L1, L2},

σ =

1 for 0 ≤ r ≤ L
2 ,

0 for r ≥ 2L
3 .

(2.29)
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We then define

φ1
u = φ̄1

uσ(y), φ2
u = φ̄2

uσ(L2 − y), φu = φ1
u + φ2

u, (2.30)

and similarly

φ1
v = φ̄1

vσ(y), φ2
v = φ̄2

vσ(L2 − y), φv = φ1
v + φ2

v. (2.31)

The truncated profile satisfies

φut + Ū0φux − εφuyy = feφ,

∂φu

∂x + ∂φv

∂y = heφ,

φu = −u00 at y = 0 and y = L2,

φu = 0 at x = 0,

φu = 0 at t = 0,

(2.32)

where the error terms are defined as

feφ = ε[−2φ̄1
uyσ

′ + φ̄1
uσ

′′ + 2φ̄2
uyσ

′ + φ̄2
uσ

′′], (2.33)

heφ = φ̄1
vσ

′ − φ̄2
vσ

′. (2.34)

Owing to the estimates (2.12)-(2.28), one readily derives that

||feφ||L∞(0,T ;L2(Ω)) ≤ Cε
3
4 , ||heφ||L∞(0,T ;L2(Ω)) ≤ Cε

1
2 . (2.35)

We now define a global pressure γϕ(t, x, y) =
∫ +∞
y

fφudτ (compare to Eq. (2.7)).

In view of the estimate (2.14), γϕ is well defined and there holds

|γϕ, γϕx| ≤ C
√
ϵ exp(−cy/

√
ε). (2.36)

We note that (φ̄1
u, φ̄

1
v) = 0 at x = 0 thanks to Eqs.(2.11), but may not vanish

at x = L1 in general. To resolve these discrepancies, we introduce the following
correctors

ρu = −φ1
u(t, L1, y)σ(L1 − x)σ(y)− φ2

u(t, L1, y)σ(L1 − x)σ(L2 − y), (2.37)

ρv = −φ1
v(t, L1, y)σ(L1 − x)σ(y)− φ2

v(t, L1, y)σ(L1 − x)σ(L2 − y). (2.38)

It follows from the compatibility condition (1.11) that ρu|y=0 = ρu|y=L2 = 0. By
virtue of Lemma 2.1, the following estimate can be readily derived

|(ρu, ρv)|L∞(0,T ;L2(Ω)) ≤ Cϵ1/4. (2.39)

Moreover, one can verify that the corrector (ρu, ρv) satisfies

ρut + Ū0ρux − fρv − ε∆ρu = feρ ,

ρvt + Ū0ρvx + fρu − ε∆ρv = geρ,

ρux + ρvy = heρ,

ρu|x=0 = ρu|y=0 = ρu|y=L2 = 0, ρu|x=L1 = −φu|x=L1 ,

ρv|x=0 = ρv|y=0 = ρv|y=L2 = 0, ρv|x=L1 = −φv|x=L1 ,

(ρu, ρv)|t=0 = (0, 0).

(2.40)
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One can find the error forcing terms feρ , g
e
ρ, h

e
ρ explicitly. We omit their definition

here for simplicity, but note the following estimates which follows directly from
Lemma 2.1:

||feρ , geρ, heρ||L∞(0,T ;L2(Ω)) ≤ Cε
1
4 . (2.41)

2.2. Ordinary boundary layers (OBL) at x = L1

We now correct the discrepancy between the viscous solution vε and the inviscid
solution v0 at the boundary x = L1, i.e., ϑv = −v0 at x = L1 as in (2.4). Intro-
ducing the stretched variable x̄ = (L1 − x)/ε, we find that the corrector at x = L1

needs to satisfy: 
Ū0θ̄vx̄ − θ̄vx̄x̄ = 0,

θ̄v = −v00 at x = L1,

θ̄v → 0 as x̄→ ∞.

(2.42)

Notice that Eq. (2.42) is an ordinary differential equation, hence θ̄v is called the
ordinary boundary layer. We can find the explicit form of θ̄v:

θ̄v = −v00(t, L1, y)e
− Ū0

ε (L1−x). (2.43)

Then we define θv = θ̄vσ(L1 − x). Here we do not introduce the divergence-free
pair of θ̄v. Owing to the compatibility condition (1.11), one sees that θ̄v = 0 at
y = 0, L2. Hence the ordinary boundary layer θ̄v does not introduce discrepancy of
boundary conditions at y = 0 and y = L2.

Thanks to the explicit solution formula in (2.43), one can establish the following
estimates.

Lemma 2.2. Let θ̄v be the corrector as in (2.43). Then there exist constants κ > 0,
independent of ε, such that, for i, l,m, k ≥ 0, 0 ≤ t ≤ T , s ≥ 0,∣∣∣∣(L1 − x)k

∂i+l+mθ̄v
∂ti∂xl∂ym

∣∣∣∣
L∞(0,T ;L2(Ω))

≤ κK3
i,mε

k−l+ 1
2 , (2.44)

where

K3
i,m(v00) = ∥γ̃v00∥W i,∞(0,T ;Hm

y (0,L2)), (2.45)

and γ̃ is the trace operator at x = L1.

The truncated profile θv satisfies
Ū0θvx − ϵθvxx = geθ ,

θv = −v00 at x = L1,

θv = 0 at x = 0,

(2.46)

with

geθ = −Ū0θ̄vσ
′ + ϵ[2θ̄vxσ

′ − θ̄vσ
′′]. (2.47)
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Notice that supp(σ′) ⊂ [L1 − 2L
3 , L1 − L

2 ] from the definition of the cut-off function
in (2.29). It follows from the estimate (2.44) that

||geθ ||L∞(0,T ;L2(Ω)) ≤ Cϵk+
1
2 , (2.48)

for any positive integer k.

3. Convergence analysis

Collecting the inviscid solution and all the correctors, one defines an approximate
solution

ua = u00 + φu + ρu,

va = v00 + φv + θv + ρv,

ϕa = ϕ00 + γϕ + ρϕ.

(3.1)

It follows from the inviscid system (1.5), the parabolic boundary layer system (2.32),
the ordinary boundary layer equation (2.46) and the corner boundary layer system
(2.40) that the approximate solution (ua, va, ϕa) satisfies

uat + Ū0u
a
x − fva + ϕax − ε∆ua = Fu + fe,

vat + Ū0v
a
x + fua + ϕay − ε∆va = Fv + ge,

uax + vay = he,

(ua, va) = 0 on ∂Ω,

(ua, va) = (ũ0, ṽ0) at t = 0,

(3.2)

where the error forcing terms are defined as

fe = −ε∆u00 − fφv − εφuxx + γϕx + feφ + feρ , (3.3)

ge = −ε∆v00 + φvt + Ū0φvx − ε∆φv + θvt − εθvyy + geθ + geρ, (3.4)

he = heφ + θvy + heρ. (3.5)

One may recall the definition of the error terms feφ, h
e
φ, g

e
θ in (2.33), (2.34) and

(2.47), respectively. Notice also that the approximate solution satisfies the same
initial boundary conditions as the viscous solution, thanks to the construction of
the correctors, cf. (1.2) and (1.3). In view of Lemma 2.1, Lemma 2.2, and estimates
(2.35), (2.36), (2.48), the following estimate of the error forcing terms holds

||fe, ge, he||L∞(0,T ;L2(Ω)) ≤ Cε
1
4 . (3.6)

Introducing the error functions

ue = uε0 − ua, ve = vε0 − va, ϕe = ϕε0 − ϕa, (3.7)
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one readily derives that

uet + Ū0u
e
x − fve + ϕex − ε∆ue = −fe,

vet + Ū0v
e
x + fue + ϕey − ε∆ve = −ge,

uex + vey = −he,

(ue, ve) = 0 on ∂Ω,

(ue, ve) = 0 at t = 0.

(3.8)

The following error estimate holds.

Theorem 3.1. Assume the inviscid solution (u0,v0)∈C1(0,T ;H3(Ω)). Let (ue,ve,ϕe)
be defined as in (3.7). The following estimate holds

||ue, ve||L∞(0,T ;L2(Ω)) ≤ Cε
1
4 , ||ϕe||L2(0,T ;L2(Ω)) ≤ Cε

1
4 . (3.9)

Proof. The argument of the proof is standard. We provide the full details here
for completeness.

We first consider an auxiliary problem

Ū0ũ
e
x + ϕ̃ex − ε∆ũe + ũe = −fe,

Ū0ṽ
e
x + ϕ̃ey − ε∆ṽe + ṽe = −ge,

ũex + ṽey = −he,

(ũe, ṽe) = 0 on ∂Ω.

(3.10)

Note that the terms (ũe, ṽe) are added to the equations which will help to derive
the L2 error estimate below. Note also that the divergence-free condition and the
homogeneous boundary conditions in (3.2) imply

∫
Ω
he dx = 0. The well-posedness

of the auxiliary problem (3.10) follows from the Lax-Milgram theorem, similar to the
case of the Stokes equations with inhomogeneous divergence condition cf. [8,11,24].
Specifically, there exists a pair (u, v) ∈ H1

0(Ω) ( [8]) such that

ux + vy = −he, ||(u, v)||H1(Ω) ≤ C||he||L2(Ω) ≤ Cε
1
4 . (3.11)

Now one tests the equations (3.10) by (ũ− u, ṽ − v). It follows that

ε||∇(ũe, ṽe)||2L2(Ω) + ||(ũe, ṽe)||2L2(Ω)

≤C(||(ũe, ṽe)||L2(Ω) + ε||∇(ũe, ṽe)||L2(Ω) + ||fe, ge||L2(Ω))||(u, v)||H1(Ω),

which implies

ε||∇(ũe, ṽe)||2L2(Ω) + ||(ũe, ṽe)||2L2(Ω) ≤ Cε
1
2 . (3.12)

The estimate of the pressure can be derived similarly. We impose that
∫
Ω
ϕedx = 0

as the pressure is uniquely determined only up to constants. There exists (up, vp) ∈
H1

0(Ω) which satisfies

upx + vpy = −ϕ̃e, ||(up, vp)||H1(Ω) ≤ C||ϕ̃e||L2(Ω). (3.13)
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Testing Eqs. (3.10) by (up, vp) and performing integration by parts, one derives

||ϕ̃e||2L2(Ω) ≤ C(||(ũe, ṽe)||L2(Ω) + ε||∇(ũe, ṽe)||L2(Ω))||(up, vp)||H1(Ω) (3.14)

≤ C(||(ũe, ṽe)||L2(Ω) + ε||∇(ũe, ṽe)||L2(Ω))||ϕ̃e||L2(Ω). (3.15)

It follows from the estimate (3.12) that

||ϕ̃e||L2(Ω) ≤ Cε
1
4 . (3.16)

Note that the variables in the system (3.10) all depend on time. By differentiating
the system (3.10) in time, and repeating the same argument as above, one can
further derive

||∂t(ũe, ṽe)||2L2(Ω) ≤ ||∂t(fe, ge, he)||2L2(Ω) ≤ Cε
1
2 . (3.17)

Now the difference Wu = ue − ũe,Wv = ve − ṽe,Wϕ = ϕe − ϕ̃e satisfies

Wut + Ū0Wux − fWv +Wϕx − ε∆Wu = −ũet + fṽe + ũe,

Wvt + Ū0Wvx + fWu +Wϕy − ε∆Wv = −ṽet − fũe + ṽe,

Wux +Wvy = 0,

(Wu,Wv) = 0 on ∂Ω,

(Wu,Wv) = 0 at t = 0.

(3.18)

Using the estimates (3.12) and (3.17), and applying the standard energy method to
(3.18), one gets

ε
1
2 ||∇(Wu,Wv)||L2(0,T ;L2(Ω)) + ||(Wu,Wv)||L∞(0,T ;L2(Ω)) ≤ Cε

1
4 . (3.19)

We recall the vectorial space V = {u ∈ H1
0(Ω),∇ ·u = 0} and its dual space V′. It

then follows from Eqs. (3.18) and the estimate (3.19) that

||(Wut,Wvt)||L2(0,T ;V′) ≤ Cε
1
4 . (3.20)

To derive the estimate on the pressure, we rewrite the system (3.18) as the
classical Stokes problem

Wϕx − ε∆Wu = ũet + fṽe + ũe −Wut − Ū0Wux + fWv,

Wϕy − ε∆Wv = ṽet − fũe + ṽe −Wvt − Ū0Wvx − fWu,

Wux +Wvy = 0,

(Wu,Wv) = 0 on ∂Ω,

(Wu,Wv) = 0 at t = 0.

(3.21)

Note that the forcing terms on the right-hand side are bounded by Cε
1
4 in the

L2(0, T ;V′) norm by the estimate (3.20). A direct energy estimate gives that

||∇(Wu,Wv)||L2(0,T ;L2(Ω)) ≤ Cε−
3
4 , which yields that ||∆(Wu,Wv)||L2(0,T ;H−1(Ω)) ≤
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Cε−
3
4 . Here H−1(Ω) is the dual space of H1

0 (Ω). It then follows from Eqs. (3.21)

that ||∇Wϕ||L2(0,T ;H−1(Ω)) ≤ Cε
1
4 , hence that ||Wϕ||L2(0,T ;L2(Ω)) ≤ Cε

1
4 .

The desired estimate (3.9) follows immediately by an application of the triangle
inequality, the estimates (3.12) and (3.16).

Recall that ||(φu, φv)||L∞(0,T ;L2(Ω)) ≤ Cε
1
4 from Lemma 2.1, ||γϕ||L∞(0,T ;L2(Ω)) ≤

Cε
3
4 from the estimate (2.36), ||(ρu, ρv)||L∞(0,T ;L2(Ω)) ≤ Cε

1
4 from (2.39), and

||θv||L∞(0,T ;L2(Ω)) ≤ Cε
1
2 . Theorem 3.1 implies the following result of the vanishing

viscosity limit.

Corollary 3.1. Let (uε0, v
ε
0) be the solution to the viscous problem (1.1), and (u00, v

0
0)

be the solution to the inviscid problem (1.5) emanating from the same initial condi-
tion and forcing terms. Assume that (u00, v

0
0) ∈ C1(0, T ;H3(Ω)). Then the following

vanishing viscosity limit holds

||(uε0 − u00, v
ε
0 − v00)||L∞(0,T ;L2(Ω)) ≤ Cε

1
4 , ||ϕε0 − ϕ00||L2(0,T ;L2(Ω)) ≤ Cε

1
4 . (3.22)
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