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WELL-POSEDNESS OF DEGENERATE
DIFFERENTIAL EQUATIONS WITH INFINITE

DELAY IN HÖLDER CONTINUOUS
FUNCTION SPACES∗
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Abstract Using operator-valued Ċα-Fourier multiplier results on vector- val-
ued Hölder continuous function spaces, we give a characterization for the Cα-
well-posedness of the first order degenerate differential equations with infinite
delay (Mu)′(t) = Au(t) +

∫ t

−∞ a(t − s)Au(s)ds + f(t) (t ∈ R), where A,M
are closed operators on a Banach space X such that D(A) ∩ D(M) ̸= {0},
a ∈ L1

loc(R+) ∩ L1(R+; t
αdt).
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1. Introduction
Recently, the problems of characterization of the well-posedness for degenerate dif-
ferential equations with periodic boundary conditions have been studied extensively.
See e.g. [7, 8, 13, 14, 16, 17] and the references therein. For example, Lizama and
Ponce considered the first order degenerate equations:

(Mu)′(t) = Au(t) + f(t), (0 ≤ t ≤ 2π) (1.1)

with periodic boundary condition (Mu)(0) = (Mu)(2π), where A and M are closed
linear operators on a complex Banach space X [13]. They obtained necessary
and sufficient conditions to ensure the well-posedness of (1.1) in Lebesgue-Bochner
spaces Lp(T;X), periodic Besov spaces Bs

p,q(T;X) and periodic Triebel-Lizorkin
spaces F s

p,q(T;X) under suitable assumptions on the modified resolvent operator
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determined by (1.1), where T := [0, 2π]. Moreover, Lizama and Ponce studied the
following first order degenerate equations with infinite delay:

(Mu)′(t) = αAu(t) +

∫ ∞

−∞
a(t− s)Au(s)ds+ f(t), (0 ≤ t ≤ 2π) (1.2)

with initial condition (Mu)(0) = (Mu)(2π), where A and M are closed linear
operators on a complex Banach space X, α ∈ R\{0} and a ∈ L1(R+) is an scalar
kernel [14]. Using operator-valued Fourier multipliers techniques, they obtained
necessary and sufficient conditions to guarantee the existence and uniqueness of
periodic solutions for the equation (1.2) in Lp(T;X), Bs

p,q(T;X) and F s
p,q(T;X).

Bu studied the second order degenerate equations:

(Mu′)′(t) = Au(t) + f(t), (0 ≤ t ≤ 2π) (1.3)

with periodic boundary conditions u(0) = u(2π), (Mu′)(0) = (Mu′)(2π), where
A and M are closed linear operators on a complex Banach space X satisfying
D(A) ⊂ D(M) [7]. Under suitable conditions on the modified resolvent operator
determined by (1.3), he obtained necessary or sufficient conditions for the well-
posedness of (1.3) in Lp(T;X), Bs

p,q(T;X) and F s
p,q(T;X). See the monograph

by Favini and Yagi [9] for detailed studies of abstract degenerate type differential
equations.

On the other hand, existence and uniqueness of Hölder continuous solutions for
differential equations have been extensively studied in the literature. See [1,8,10,16]
and the references therein. The Cα-well-posedness of the first order degenerate
differential equations on the line

(Mu)′(t) = Au(t) + f(t), (t ∈ R) (1.4)

were recently studied independently in [16] by Ponce and in [8] by Bu. They have
shown that (1.4) is Cα-well-posed if and only if iR ⊂ ρM (A) and sups∈R ∥sM(isM−
A)−1∥ < ∞ (Bu obtained this result under the assumption that D(A) ⊂ D(M),
while Ponce has independently shown that the result is true under the weaker
assumption that D(A) ∩D(M) ̸= {0}).

In this paper, we consider the well-posedness of the first order degenerate dif-
ferential equations with infinite delay:

(Mu)′(t) = Au(t) +

∫ t

−∞
a(t− s)Au(s)ds+ f(t), (t ∈ R) (P )

on Hölder continuous function spaces Cα(R;X), where A and M are closed oper-
ators on a complex Banach space X such that D(A) ∩ D(M) ̸= {0}, 0 < α < 1,
a ∈ L1

loc(R+) ∩ L1(R; tαdt).
We say that (P ) is Cα-well-posed, if for every f ∈ Cα(R;X), there exists a

unique u ∈ Cα(R;D(A)∩D(M)), such that Mu ∈ C1+α(R;X), and (P ) is satisfied
for all t ∈ R, here we consider D(A) and D(M) as Banach spaces equipped with
their graph norms, D(A) ∩ D(M) is equipped with the sum norm ∥x∥ + ∥Ax∥ +
∥Mx∥, C1+α(R;X) is the space of all C1-functions u : R → X satisfying u′ ∈
Cα(R;X). Using known Ċα-Fourier multiplier results by Arendt, Batty and Bu [1],
we completely characterize the Cα-well-posedness of (P ): when 0 < α < 1 and a is
2-regular, then (P ) is Cα-well-posed if and only if R ⊂ ρa,M (A) and

sup
s∈R

∥∥isM(isM − (1 + as)A)
−1

∥∥ <∞,
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where ρa,M (A) is the (a,M)-modified resolvent set of A, as is the Fourier transform
of a at s. Our result may be regarded as a generalization of the above mentioned
results by in Ponce [16] and Bu [8] when a = 0. Thus our results also generalize the
previous known results obtained in [1] when M = IX and a = 0.

We give concrete examples that our abstract may be applied. Let Ω be a bounded
domain in Rn with smooth boundary ∂Ω and m be a non-negative bounded mea-
surable function defined on Ω. Let X be the Hilbert space H−1(Ω). Let M be
the multiplication operator by m on H−1(Ω) with domain of definition D(M). We
assume that D(M) ∩D(∆) ̸= {0}, where ∆ is the Laplacian operator on H−1(Ω)
with Dirichlet boundary condition. If the kernel a ∈ L1

loc(R+) ∩ L1(R+; t
αdt) is

1-regular and R ⊂ ρa,M (A). Then the corresponding problem (P ) is Cα-well-posed.
Our abstract result may be also applied in the following situation: let H be a

complex Hilbert space and let P be a densely defined positive selfadjoint operator
on H with P ≥ δ > 0. Let M = P − ϵ with ϵ < δ, and let A =

∑k
i=0 aiP

i

with ai ≥ 0, ak > 0. If the kernel a ∈ L1
loc(R+) ∩ L1(R+; t

αdt) is 1-regular and
R ⊂ ρa,M (A). Then the corresponding problem (P ) is Cα-well-posed.

This paper is organized as follows: in the next section, we give some prelimi-
naries; in section 3 we establish our main result; in the last section we give some
concrete examples that our abstract results may be applied.

2. Preliminaries
Let X be a complex Banach space and let 0 < α < 1. We use Cα(R;X) to denote
the space of all X-valued functions u defined on R satisfying∥∥u∥∥

α
:= sup

s̸=t

∥u(s)− u(t)∥
|s− t|α

<∞.

Let ∥∥u∥∥
Cα(R;X)

:=
∥∥u(0)∥∥+

∥∥u∥∥
α
.

It is easy to see that Cα(R;X) equipped with norm ∥ · ∥Cα(R;X) becomes a Banach
space. The kernel of the seminorm ∥ · ∥α on Cα(R;X) is the space of all constant
functions. The corresponding quotient space Ċα(R;X) is also a Banach space under
the quotient norm. We will identify a function u ∈ Cα(R;X) with its equivalent
class u̇ := {v ∈ Cα(R;X) : u− v ≡ constant} in Ċα(R;X).

Let X, Y be Banach spaces, we denote by L(X,Y ) the space of all bounded
linear operators from X to Y . When X = Y , we will simply denote it by L(X).

Now we introduce the notion of Ċα-multiplier which has been studied in [1].

Definition 2.1. Let X,Y be complex Banach spaces, m : R \ {0} → L(X,Y ) be
continuous. We say that m is a Ċα-Fourier multiplier if there exists a mapping
L : Ċα(R;X) → Ċα(R;Y ) such that∫

R
(Lf)(s)Fφ(s) ds =

∫
R
F(φm)(s)f(s) ds (2.1)

for all f ∈ Cα(R;X) and all φ ∈ C∞
c (R \ {0}), where C∞

c (R \ {0}) is the space
of all C∞-functions on R \ {0} with compact support in R \ {0}, F is the Fourier
transform given by

(Fh)(s) := h̃(s) :=

∫
R
h(t)e−istdt, (s ∈ R)
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when h ∈ L1(R;X).

Remark 2.1. (1) By [1, Lemma 5.1], the right-hand side of (2.1) does not depend
on the representative of ḟ as∫

R
F(φm)(s)ds = 2π(φm)(0) = 0.

Moreover, the identity (2.1) defines Lf ∈ Cα(R;X) uniquely up to an additive
constant by [1, Lemma 5.1].

(2) The test function space C∞
c (R \ {0}) in the definition 2.1 can be replaced by

the lager space C2
c (R \ {0}) consisting of all C2-functions on R \ {0} having

compact support in R\{0}. This follows from the fact that if ϕ ∈ C2
c (R\{0}),

then ϕ ∗ ρn ∈ C∞
c (R \ {0}) when n is big enough, where ρn is a sequence of

mollifying functions, and f ∗ ρn → f in L1(R) for all f ∈ L1(R) [4, Théorème
IV.22].

(3) Let X be a Banach space, let m : R \ {0} → L(X,Y ) be a Ċα-Fourier multi-
plier, and let h : R \ {0} → C be a C2-function such that hIY is a Ċα-Fourier
multiplier. Then hm is a Ċα-Fourier multiplier. This follows easily from the
definition 2.1 and (2).

We need the following result which gives a sufficient condition for a C2-function
to be a Ċα-Fourier multiplier [1].

Theorem 2.1. Let X,Y be Banach spaces and m : R \ {0} → L(X,Y ) be a C2-
function satisfying:

sup
s̸=0

(∥∥m(s)
∥∥+

∥∥sm′(s)
∥∥+

∥∥s2m′′(s)
∥∥) <∞, (2.2)

then m is a Ċα-Fourier multiplier whenever 0 < α < 1. If X has a non trivial
Fourier type r > 1, m : R\{0} → L(X,Y ) is a C1-function satisfying the first order
condition:

sup
s̸=0

(∥∥m(s)
∥∥+

∥∥sm′(s)
∥∥) <∞, (2.3)

then m is a Ċα-Fourier multiplier whenever 0 < α < 1.

Recall that a Banach space X has Fourier type r ∈ [1, 2] if there exists Cr > 0
such that

∥Ff∥r′ ≤ Cr∥f∥r

for all f ∈ Lr(R;X), where 1
r + 1

r′ = 1 [15]. The trivial estimate ∥Ff∥∞ ≤ ∥f∥1
shows that each Banach space has Fourier type 1. A Banach space has Fourier type
2 if and only if it is isomorphic to a Hilbert space [11] (see also [12, p 73 and p 74]).
A space Lq(Ω,Σ, µ) has Fourier type r = min{q, q′} [15]. Each closed subspace and
each quotient space of a Banach space X has the same Fourier type as X. Bourgain
has shown that each B-convex Banach space (thus, in particular, each uniformly
convex Banach space) has some non trivial Fourier type r > 1 [5, 6].
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Let 0 < α < 1, we denote by C1+α(R;X) the space of all X-valued functions u
defined on R, such that u ∈ C1(R;X) and u′ ∈ Cα(R;X). The space C1+α(R;X)
is equipped with the following norm∥∥u∥∥

C1+α(R;X)
:=

∥∥u(0)∥∥+
∥∥u′∥∥

Cα(R;X)
,

and it is a Banach space. It follows from [1, Lemma 6.2] that if u, v ∈ Cα(R;X),
then u ∈ C1+α(R;X) and u′ = v + x for some x ∈ X if and only if∫

R
u(s)F(id · φ)(s)ds =

∫
R
v(s)(Fφ)(s)ds (2.4)

whenever φ ∈ C∞
c (R \ {0}), where id(s) := is when s ∈ R.

Let 0 < α < 1, we denote by L1(R+, t
αdt) the space of all scalar functions a

defined on R+ such that
∫∞
0

|a(t)| tαdt <∞. It is noted that if a ∈ L1(R+, t
αdt) ∩

L1
loc(R+), then a ∈ L1(R+).

Let a ∈ L1(R+, t
αdt) ∩ L1

loc(R+) and u ∈ Cα(R;X), we define

(a ∗ u)(t) :=
∫ ∞

0

a(s)u(t− s)ds =

∫ t

−∞
a(t− s)u(s)ds, (t ∈ R). (2.5)

It is easy to verify that a ∗ u is well defined as

∥u(t− s)∥ ≤ ∥u(t)∥+ ∥u∥α|s|α

whenever s, t ∈ R. a ∗ u ∈ Cα(R;X) and

∥a ∗ u∥α ≤ ∥a∥L1 ∥u∥α . (2.6)

Definition 2.2. We say that a ∈ L1
loc(R+) is 1-regular, if ã is differentiable on R

and sups∈R
∣∣sn[ã(s)](n)∣∣ <∞ when n = 0, 1. We say that a ∈ L1

loc(R+) is 2-regular,
if ã is 2-times differentiable on R and sups∈R

∣∣sn[ã(s)](n)∣∣ <∞ when n = 0, 1, 2.

We notice that if a is 2-regular, then ãIX is a Ċα-Fourier multiplier whenever
0 < α < 1 by Theorem 2.1. When X has a non trivial Fourier type and a is
1-regular, then ãIX is a Ċα-Fourier multiplier whenever 0 < α < 1 by Theorem 2.1.

Let u ∈ L1
loc(R;X). We say that u is of subexponential growth, if for all ϵ > 0∫ ∞

−∞
e−ϵ|t|∥u(t)∥dt <∞.

For such function u, we define its Carleman transform on C \ iR by

û(λ) :=


∫∞
0
e−λtu(t)dt, Reλ > 0,

−
∫∞
0
eλtu(−t)dt, Reλ < 0.

[2, page 292].
In what follows, we always assume that the scalar kernel a satisfies ã(s) ̸= −1

for all s ∈ R, and we use the following notation:

as := ã(s), (s ∈ R). (2.7)
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3. The Cα-Well-Posednees of (P )

Let X be a complex Banach space, let A : D(A) → X and M : D(M) → X be
closed linear operators on X satisfying D(A) ∩ D(M) ̸= {0}, 0 < α < 1 and let
a ∈ L1

loc(R+) ∩ L1(R+; t
αdt). We consider the well-posedness of the first order

degenerate differential equations with infinite delay

(Mu)′(t) = Au(t) +

∫ t

−∞
a(t− s)Au(s)ds+ f(t), (t ∈ R), (P )

on Hölder continuous function spaces Cα(R;X).

Definition 3.1. We say that (P ) is Cα-well-posed, if for all f ∈ Cα(R;X), there
exists a unique u ∈ Cα(R;D(A) ∩ D(M)), such that Mu ∈ C1+α(R;X), and (P )
is satisfied for all t ∈ R, here D(A) ∩D(M) is equipped with the sum norm ∥x∥+
∥Ax∥+ ∥Mx∥ so that it becomes a Banach space.

We define the (a,M)-modified resolvent of A by

ρa,M (A) :=
{
s ∈ C : isM − (1 + as)A : D(A) ∩D(M) → X

is a bijection and (isM − (1 + as)A)
−1 ∈ L(X)

}
.

Let s ∈ ρa,M (A). Then (isM − (1 + as)A)
−1 ∈ L(X) is a bijection from X onto

D(A) ∩D(M) by definition. This implies that M(isM − (1 + as)A)
−1, A(isM −

(1 + as)A)
−1 ∈ L(X) by the closed graph theorem and the closedness of A and M .

Consequently (isM − (1 + as)A)
−1 ∈ L(X,D(A) ∩D(M)).

The following results give a necessary and sufficient condition for (P ) to be
Cα-well-posed.

Theorem 3.1. Let X be a complex Banach space, 0 < α < 1, a ∈ L1
loc(R+) ∩

L1(R+, t
αdt) and let A,M be closed linear operators on X satisfying D(A)∩D(M) ̸=

{0}. Suppose that the kernel a is 2-regular. Then (P ) is Cα-well-posed if and only
if R ⊂ ρa,M (A) and

sup
s∈R

∥∥isM(isM − (1 + as)A)
−1

∥∥ <∞.

Proof. Assume that R ⊂ ρa,M (A) and sups∈R
∥∥isM(isM − (1 + as)A)

−1
∥∥ < ∞.

Then A : D(A) ∩ D(M) → X is invertible and its inverse A−1 ∈ L(X) as 0 ∈
ρa,M (A) by assumption and (2.7) (we should notice that the operator A : D(A) → X
is necessarily surjective, it is injective if and only if D(A) ⊂ D(M)). Let

m(s) := (isM − (1 + as)A)
−1, p(s) := isMm(s), q(s) := asAm(s), (s ∈ R).

It is easy to verify that m, p and q are L(X)-valued C∞-functions on R [8]. We
have

sup
s∈R

∥∥p(s)∥∥ <∞, sup
s∈R

∥∥q(s)∥∥ <∞, sup
s∈R

∥∥Mm(s)
∥∥ <∞ (3.1)

by assumption and the identity isMm(s) − (1 + as)Am(s) = IX . Here we have
used the fact that lim|s|→∞ as = 0 by Riemann-Lebesgue Lemma as a ∈ L1(R+) by
assumption, so that

sup
s∈R

∥∥Am(s)
∥∥ <∞, sup

s∈R

∥∥m(s)
∥∥ <∞, (3.2)
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as A−1 ∈ L(X). We have

m′(s) = −m(s)(iM − a′sA)m(s), (s ∈ R) (3.3)

and

m′′(s) = 2m(s)(iM − a′sA)m(s)(iM − a′sA)m(s) +m(s)a′′sAm(s), (s ∈ R). (3.4)

It follows that
sup
s∈R

∥∥sm′(s)
∥∥ <∞, sup

s∈R

∥∥s2m′′(s)
∥∥ <∞,

sup
s∈R

∥∥sAm′(s)
∥∥ <∞, sup

s∈R

∥∥s2Am′′(s)
∥∥ <∞,

sup
s∈R

∥∥sMm′(s)
∥∥ <∞, sup

s∈R

∥∥s2Mm′′(s)
∥∥ <∞

by (3.1) and (3.2) and the assumption that a is 2-regular. Consequently, m, Am
and Mm are Ċα-Fourier multipliers by Theorem 2.1. This implies that, considering
m ∈ L(X,D(A)∩D(M)), m is a Ċα-Fourier multiplier. Since a is 2-regular, asIX
is a Ċα-Fourier multiplier by Theorem 2.1. So q is also a Ċα-Fourier multiplier.
Here we have used the second statement of Remark 2.1. For the function p, we have

p′(s) = iMm(s)− isMm(s)(iM − a′sA)m(s), (3.5)

and

p′′(s) = −2iMm(s)(iM − a′sA)m(s) (3.6)
+ 2isMm(s)(iM − a′sA)m(s)(iM − a′sA)m(s) + isMm(s)a′′sAm(s).

It follows that
sup
s∈R

∥∥sp′(s)∥∥ <∞, sup
s∈R

∥∥s2p′′(s)∥∥ <∞

by (3.1) and (3.2) and the assumption that a is 2-regular. Hence p is also a Ċα-
Fourier multiplier by Theorem 2.1.

Let f ∈ Cα(R;X) be fixed. Then there exist u ∈ Cα(R;D(A) ∩ D(M)) and
v, w ∈ Cα(R;X), such that∫

R
u(s)(Fϕ)(s)ds =

∫
R
F(ϕm)(s)f(s)ds, (3.7)∫

R
v(s)(Fφ)(s)ds =

∫
R
F(φp)(s)f(s)ds, (3.8)∫

R
w(s)(Fψ)(s)ds =

∫
R
F(ψq)(s)f(s)ds (3.9)

for all ϕ, φ, ψ ∈ C2
c (R \ {0}). We have Au, Mu ∈ Cα(R;X) as u ∈ Cα(R;D(A) ∩

D(M)). It follows from (3.7) and the closedness of A and M that∫
R
Mu(s)(Fϕ)(s)ds =

∫
R
F(ϕMm)(s)f(s)ds (3.10)

and ∫
R
Au(s)(Fϕ)(s)ds =

∫
R
F(ϕAm)(s)f(s)ds (3.11)
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when ϕ ∈ C2
c (R \ {0}). Choosing ϕ = id ·φ in (3.10), where id(s) := is when s ∈ R,

we obtain from (3.8) that∫
R
Mu(s)F(id · φ)(s)ds =

∫
R
v(s)(Fφ)(s)ds

whenever φ ∈ C2
c (R \ {0}). Thus Mu ∈ C1+α(R;X) and (Mu)′(t) = v(t) + y1 for

some y1 ∈ X by [1, Lemma 6.2].
Choosing ϕ(s) = asψ(s) in (3.11), it follows from (3.9) that that∫

R
Au(s)F(as · ψ)(s)ds =

∫
R
w(s)(Fψ)(s)ds

whenever ψ ∈ C2
c (R \ {0}). Thus w(t) = (a ∗ Au)(t) + y2 for some y2 ∈ X by [17,

Lemma 3.3].
Now the identity id ·Mm(s) = (1+as)Am(s)+ IX together with (3.8) and (3.9)

implies that∫
R
v(s)(Fφ)(s)ds =

∫
R
Au(s)(Fφ)(s)ds+

∫
R
w(s)(Fφ)(s)ds+

∫
R
f(s)(Fφ)(s)ds

for all φ ∈ C2
c (R \ {0}). Therefore there exits y3 ∈ X such that (Mu)′(t) =

Au(t) + (a ∗Au)(t) + f(t) + y1 + y2 + y3 by [1, Lemma 6.2]. Let A−1 be the inverse
of the bijection A : D(A) ∩ D(M) → X and let x = ((1 + a0)A)

−1(y1 + y2 + y3).
Then x ∈ D(A) ∩D(M) and u1 = u + x solves (P ). We note that the vector x is
well defined as we have assumed in (2.7) that as ̸= −1 whenever s ∈ R. This shows
the existence.

To show the uniqueness, we let u ∈ Cα(R;D(A) ∩ D(M)) be such that Mu ∈
C1+α(R;X) and

(Mu)′(t) = Au(t) + (a ∗Au)(t) (3.12)

when t ∈ R. We are going to show that u = 0 using a similar argument used in [10].
For v ∈ L1

loc(R;X) of subexponential growth, we let

Lσ(v)(ρ) := v̂(σ + iρ)− v̂(−σ + iρ),

where σ > 0 and ρ ∈ R. By [10, Proposition A.2], if v ∈ C1+α(R;X), then

Lσ(v
′)(ρ) = (σ + iρ)Lσ(v)(ρ) + 2σv̂(−σ + iρ).

Again by [10, Proposition A.2], if v ∈ Cα(R;X) and a ∈ L1
loc(R+) ∩ L1(R+, t

αdt),
then

Lσ(a ∗ v)(ρ) = â(σ + iρ)Lσ(v)(ρ) +Gv
a(σ, ρ)

with
lim

σ→0+

∫
R
Gv

a(σ, ρ)ϕ(ρ)dρ = 0

for all ϕ ∈ C∞
c (R \ {0}). It is clear from the closedness of M that Lσ(u)(ρ) ∈

D(A) ∩D(M) and Lσ(Mu)(ρ) = MLσ(u)(ρ), Lσ(Au)(ρ) = ALσ(u)(ρ). It follows
from (3.12) that

(σ + iρ)MLσ(u)(ρ) + 2σMû(−σ + iρ)

=ALσ(u)(ρ) + â(σ + iρ)ALσ(v)(ρ) +GAv
a (σ, ρ),
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which implies

[(σ + iρ)M − (1 + â(σ + iρ)A]Lσ(u)(ρ)

=GAv
a (σ, ρ)− 2σMû(−σ + iρ).

Thus

Lσ(u)(ρ) =RρG
Av
a (σ, ρ)− 2σRρMû(−σ + iρ)

+Rρ[−σM + (â(σ + iρ)− â(iρ))A]Lσ(u)(ρ),

where Rρ := (iρM − (1 + â(iρ))A)−1. Using Lebesgue dominated convergence
Theorem, we obtain

lim
σ→0+

∫ ∞

−∞
RρG

Av
a (σ, ρ)ϕ(ρ)dρ = 0

for all ϕ ∈ C∞
c (R \ {0}). A similar argument used in the proof of [10, Lemma A4]

shows that

lim
σ→0+

∫ ∞

−∞
Rρ[−σM + (â(σ + iρ)− â(iρ))A]Lσ(u)(ρ)ϕ(ρ)dρ = 0

and
lim

σ→0+

∫ ∞

−∞
σRρMû(−σ + iρ)ϕ(ρ)dρ = 0

for all ϕ ∈ C∞
c (R \ {0}). We conclude that

lim
σ→0+

∫
R
Lσ(u)ϕ(ρ)dρ =

∫
R
u(ρ)F(ϕ)(ρ)dρ = 0

for all ϕ ∈ C∞
c (R \ {0}). Consequently u is constant function by [2, Theorem 4.8.1,

Theorem 4.8.2]. That is u ≡ x for some x ∈ D(A) ∩D(M). We have by (3.12)

0 = (Mu)′(t) = Ax+ (a ∗Ax)(t) = (1 + a0)x

which implies that x = 0 as we have assumed that as ̸= 1 for all s ∈ R. We have
shown the uniqueness. Hence (P ) is Cα-well-posed.

Conversely, assume that (P ) is Cα-well-posed. Let L : Cα(R;X) → S(R;X) be
the solution operator which associates to each f ∈ Cα(R;X) the unique solution of
(P ), where S(R;X) is the solution space of (P ) consisting of all u ∈ Cα(R;D(A) ∩
D(M)), such that Mu ∈ C1+α(R;X). S(R;X) equipped with the norm∥∥u∥∥

S(R;X)
:=

∥∥u∥∥
Cα(R;D(A)∩D(M))

+
∥∥Mu

∥∥
C1+α(R;X)

(3.13)

is a Banach space. L is linear and bounded by the closed graph theorem.
Let s ∈ R, s ̸= 0 be fixed , we are going to show that s ∈ ρa,M (A). Let

x ∈ D(A) ∩ D(M) be such that isMx = (1 + as)Ax and u = es ⊗ x, where
(es ⊗ x)(t) := eistx when t ∈ R. Then u ∈ Cα(R;D(A) ∩D(M)). It is clear that
Mu = es ⊗Mx ∈ C1+α(R;X) and (Mu)′(t) = Au(t) + (a ∗ Au)(t) for all t ∈ R.
This means that u ∈ S(R;X) and u solves (P ) when taking f = 0. Hence u = 0
by the uniqueness of the solution of (P ). Consequently x = 0. We have shown that
isM − (1 + as)A : D(A) ∩D(M) → X is injective.
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To show that isM − (1 + as)A is also surjective, we let y ∈ X be fixed and
consider f := es ⊗ y ∈ Cα(R;X). Let u ∈ S(R;X) be the unique solution of (P ),
that is

(Mu)′(t) = Au(t) + (a ∗Au)(t) + f(t)

for all t ∈ R. For fixed ξ ∈ R, we consider the function uξ given by uξ(t) = u(t+ ξ)
when t ∈ R. Then both functions uξ and eiξsu are in S(R;X) and solve the problem

(Mv)′(t) = Av(t) + (a ∗Av)(t) + eiξsf(t).

We deduce from the uniqueness that uξ = eiξsu, that is u(t + ξ) = eiξsu(t) for
t, ξ ∈ R. Let x = u(0). Then x ∈ D(A) ∩ D(M) and u = es ⊗ x. Since u solves
(Mu)′(t) = Au(t)+(a∗Au)(t)+f(t), we have ises⊗Mx = (1+as)Aes⊗x+es⊗y.
Letting t = 0, we obtain isMx− (1+ as)Ax = y. This shows that isM − (1+ as)A
is surjective. Thus isM − (1 + as)A is a bijection from D(A) ∩D(M) onto X and
x = (isM − (1 + as)A)

−1y. We have shown that u = es ⊗ (isM − (1 + as)A)
−1y.

Therefore

γα
∣∣s∣∣α∥∥isM(isM − (1 + as)A)

−1y
∥∥ =

∥∥ises ⊗M(isM − (1 + as)A)
−1y

∥∥
α

=
∥∥(Mu)′

∥∥
α
≤

∥∥Mu
∥∥
C1+α

≤
∥∥L∥∥∥∥f∥∥

Cα =
∥∥L∥∥(∥∥f∥∥

α
+

∥∥f(0)∥∥)
=

∥∥L∥∥(γα∣∣s∣∣α∥∥y∥∥+
∥∥y∥∥), (3.14)

where γα := ∥e1∥α = supt>0 t
−α| sin(t/2)| is a constant depending only on α [1,

(3.1)]. It follows from (3.14) that when s ̸= 0∥∥isM(isM − (1 + as)A)
−1

∥∥ ≤
∥∥L∥∥(1 + γ−1

α

∣∣s∣∣−α
).

It remains to show that 0 ∈ ρa,M (A). For s > 0∥∥M(isM − (1 + as)A)
−1y

∥∥ =
∥∥(Mu)(0)

∥∥ ≤
∥∥Mu

∥∥
C1+α

≤
∥∥L∥∥∥∥f∥∥

Cα =
∥∥L∥∥(γα∣∣s∣∣α∥∥y∥∥+

∥∥y∥∥),
which implies that

sup
0<s≤1

∥∥M(isM − (1 + as)A)
−1y

∥∥ <∞, (3.15)

and

sup
0<s≤1

∥∥A(isM − (1 + as)A)
−1y

∥∥ <∞ (3.16)

as as is continuous on s and as ̸= −1 for all s ∈ R. For s > 0, we have

(1 + a0)A = [1 + ((a0 − as)A+ isM)((1 + as)A− isM)−1]((1 + as)A− isM).
(3.17)

It follows from (3.15), (3.16) and the uniform continuity of as for s ∈ [0, 1] that,
when 0 < s ≤ 1 is small enough the operator

1 + ((a0 − as)A+ isM)((1 + as)A− isM)−1
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is invertible on X. Thus (1 + a0)A is a bijection from D(A) ∩D(M) onto X and
[(1 + a0)A]

−1 ∈ L(X). We have shown that 0 ∈ ρa,M (A). The proof is complete.

When the underlying Banach spaces X and Y have non trivial Fourier types,
the first order condition (2.3) is already sufficient for a C1-function m : R \ {0} →
L(X,Y ) to be a Ċα-Fourier multiplier. This observation together with the proof of
Theorem 3.1 gives the following result.

Corollary 3.1. Let X be a complex Banach space with a non trivial Fourier type,
0 < α < 1, a ∈ L1

loc(R+) ∩ L1(R+, t
αdt) and let A,M be closed linear operators on

X satisfying D(A)∩D(M) ̸= {0}. Suppose that the kernel a is 1-regular. Then (P )
is Cα-well-posed if and only if R ⊂ ρa,M (A) and

sup
s∈R

∥∥isM(isM − (1 + as)A)
−1

∥∥ <∞.

4. Applications
In the last section, we give some examples that our abstract results (Theorem 3.1
and Corollary 3.1) may be applied.

Example 4.1. Let Ω be a bounded domain in Rn with smooth boundary ∂Ω and
m be a non-negative bounded measurable function defined on Ω. Let X be the
Hilbert space H−1(Ω). We consider the following first order degenerate differential
equations with infinite delay:

∂(m(x)u(t,x))
∂t = ∆u(t, x) +

∫ t

−∞ a(t− s)(∆u)(s, x)ds+ f(t, x), (t, x) ∈ R× Ω,

u(t, x) = 0, (t, x) ∈ R× ∂Ω,

where a ∈ L1
loc(R+) ∩ L1(R+; t

αdt) is a fixed 1-regular kernel and the Laplacian
operator ∆ acts on the second variable x ∈ Ω.

Let M be the multiplication operator by m on H−1(Ω) with domain of definition
D(M). We assume that D(M) ∩D(∆) ̸= {0}, where ∆ is the Laplacian operator
on H−1(Ω) with Dirichlet boundary condition. Then it follows from [9, Section 3.7]
that there exists a constant C ≥ 0 such that

∥∥M(zM −∆)−1
∥∥ ≤ C

1 + |z|
,

when Re(z) ≥ −α(1 + |Im(z)|) for some positive constant α depending only on m,
which implies that there exists C1 ≥ 0, such that

∥∥M(isM −∆)−1
∥∥ ≤ C1

1 + |s|
,

∥∥∆(isM −∆)−1
∥∥ ≤ C1 (4.1)

when s ∈ R. If we assume that m−1 is regular enough so that the multiplication
operator by the function m−1 is bounded on H−1(Ω), then there exists a constant
C2 ≥ 0 such that ∥∥(isM −∆)−1

∥∥ ≤ C2

1 + |s|
(4.2)
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when s ∈ R. Furthermore we assume that R ⊂ ρa,M (∆) so that for all s ∈ R, the
operator isM − (1 + as)A is a bijection from D(M) ∩D(∆) onto X, and (isM −
(1 + as)A)

−1 ∈ L(X). We observe that

sM(isM − (1 + as)∆)−1 = sM(isM −∆)−1[1− as∆(isM −∆)−1]−1,

which implies that
sup
s∈R

∥sM(isM − (1 + as)∆)−1∥ <∞

by (4.1) and the fact that lims→∞ as = 0. We deduce from Corollary 3.1 that the
above problem is Cα-well-posed. Here we have used the fact that the Hilbert space
H−1(Ω) has Fourier type 2.

Example 4.2. Let H be a complex Hilbert space and let P be a densely defined
positive selfadjoint operator on H with P ≥ δ > 0. Let M = P − ϵ with ϵ < δ, and
let A =

∑k
i=0 aiP

i with ai ≥ 0, ak > 0. Then there exists a constant C > 0, such
that ∥∥M(zM +A)−1

∥∥ ≤ C

1 + |z|
whenever Rez ≥ −α(1 + |Imz|) for some positive constant α depending only on A
and M by [9, page 73]. This implies in particular that

sup
s∈R

∥sM(isM +A)−1∥ <∞.

If we assume 0 ∈ ρ(M), then

sup
s∈R

∥s(isM +A)−1∥ <∞.

Furthermore we assume that a ∈ L1
loc(R+) ∩ L1(R+; t

αdt) is 1-regular and R ⊂
ρa,M (A). Then the argument used in Example 4.1 shows that the degenerate dif-
ferential equations with infinite delay

(Mu)′(t) = Au(t) +

∫ t

−∞
a(t− s)Au(s)ds+ f(t), (t ∈ R)

is Cα-well-posed.
We can also give a concrete example that the above abstract result may be

applied. We consider the following degenerate problem with infinite delay:

∂

∂t
(1− ∂2

∂x2
)u(t, x) =

∂4

∂x4
u(t, x) +

∫ t

−∞
a(t− s)

∂4

∂x4
u(s, x)ds+ f(t, x),

where t ∈ R, x ∈ Ω := (0, 1). Let X = L2(Ω) and let P = − ∂2

∂x2 with domain
D(P ) = H2(Ω)∩H1

0 (Ω), i.e., P is the Laplacian on L2(Ω) with Dirichlet boundary
conditions. Then P is positive selfadjoint on X. Let M = P + IX and A = P 2. It
is clear that −P generates an contraction semigroup on L2(Ω) [2, Example 3.4.7],
hence 1 ∈ ρ(−P ), or equivalently M = IX+P has a bounded inverse, i.e. 0 ∈ ρ(M).
Then the abstract results obtained above may be applied: if a is 1-regular and
R ⊂ ρa,M (A), then the above degenerate differential equations is Cα-well-posed for
all 0 < α < 1.
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