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Abstract In this paper, we investigate the existence and asymptotic behav-
ior of traveling wave solution for delayed Korteweg-de Vries-Burgers (KdV-
Burgers) equation. Using geometric singular perturbation theory and Fred-
holm alternative, we establish the existence of traveling wave solution for this
equation. Employing the standard asymptotic theory, we obtain asymptotic
behavior of traveling wave solution of the equation.
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1. Introduction

During the past two decades, traveling wave solution of nonlinear evolutionary
equations with delay is one of fastest developing areas of modern mathematics due
to their significant nature, chemical and biological phenomena [1, 12, 13, 26, 33, 43]
etc. Recently, Zhao and Xu [44] studied time-delayed KdV equation of the two
forms

αut(x, t) + (1− α)ut(x, t− τ) + u(x, t)ux(x, t)

+ τuxx(x, t− τ)− uxxx(x, t) = 0
(1.1)

and

ut(x, t) + u(x, t− τ)ux(x, t) + τuxx(x, t− τ)− uxxx(x, t) = 0, (1.2)

where the time delay τ ∈ [0, b], for some b ≥ 0 and α ∈ [0, 1]. By the inertial
manifold theory and differential manifold geometric theory, the authors obtained
the existence of solitary wave solutions of (1.1) and (1.2) when τ is small enough.
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Zhao [43] investigated the generalized KdV equation with distributed delay

ut + (f ∗ u)unux + τuxx + uxxx = 0, (1.3)

where

f ∗ u(x, t) =

∫ t

−∞
f(t− s)u(x, s)ds, (1.4)

and the kernel

f(t) =
1

τ
e−

t
τ , τ > 0. (1.5)

Eq. (1.5) is sometimes called the weak generic delay kernel because it reflects the
idea the importance of events in the past decreases exponentially the further one
looks into the past [12]. The average delay for the distributed delay kernel f(t) is
defined as

τ =

∫ ∞
0

tf(t)dt. (1.6)

He proved that the solitary wave solutions persist when the average delay is suitably
small.

It is known that the simplest form of wave equation in which nonlinearity uux,
dispersion uxxx and dissipation uxx all occur is the KdV-Burgers equation

ut + αuxx + βuux + suxxx = 0, t ≥ 0, x ∈ R, (1.7)

where α, β and s are real constants with αβs 6= 0. During a study of the prop-
agation of waves on liquid-filled elastic tubes, it was found by Johnson [17] that
a particular limit of the problem led to (1.7), where u(x, t) is proportional to the
radial perturbation of the tube wall, and x and t are the characteristic and time
variables, respectively. Eq. (1.7) was valid in the far field of an initially linear (s-
mall amplitude) near-field solution. It is non-integrable in the sense that its spectral
problem is non-existent. Feudel and Steudel [10] first pointed this out by showing
that the equation has no prolongation structure. Eq. (1.7) is usually considered as
a combination of the KdV equation and the Burgers equation, since α = 0 in (1.7),
it reduces to the famous KdV equation

ut + βuux + suxxx = 0, t ≥ 0, x ∈ R, (1.8)

which was first suggested by Korteweg and de Vries who used it as a nonlinear
model to study the change in the form of long waves advancing in a rectangular
channel [19]. While taking s = 0 in (1.7), it become the well-known Burgers equation

ut + αuxx + βuux = 0, t ≥ 0, x ∈ R, (1.9)

which is named after its use by Burgers for studying turbulence in 1939 [3]. It
is known that both (1.8) and (1.9) are exactly solvable and have traveling wave
solutions as follows, respectively,

u(x, t) =
12sk2

α
sech2k(x− 4sk2t)

and

u(x, t) =
2k

α
+

2βk

α
tanh(x− 2kt).
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A great number of theoretical issues concerning the KdV-Burgers equation have
received considerable attention. In particular, the traveling wave solution to differ-
ent types of KdV equations has been studied extensively, and many powerful meth-
ods have been established. Among these methods, we may cite, for instance, first
integral method [8], the bifurcation method of dynamical systems [21], sub-ODE

method [22], amplitude ansatz method [35], (G
′

G )-expansion method [23], numerical
methods [5], Lie group theoretical methods [37] and so on. On the other hand,
there has been widely argued and accepted [15, 40, 43, 44] that for various reason-
s, time delay should be considered in many models. However, the issue concerns
the existence and asymptotic behavior of traveling wave solutions for KdV-Burgers
equation with time-delay in the nonlinear term seems not to be exploited yet.

Inspired by [43, 44], we concern with KdV-Burgers equation with distributed
delay

ut + αuxx + β(f ∗ u)ux + suxxx = 0, t > 0, x ∈ R, (1.10)

where α, β and s are real constants with αβs 6= 0. The convolution f ∗ u is de-
fined in (1.4) and the kernel is in (1.5). Mathematically, the term f ∗ u can modify
the nature of solutions of the PDE (1.7) dramatically. The existence of traveling
wave solutions will be established by geometric singular perturbation theory. We
note that geometric singular perturbation theory was introduced by Fenichel [9].
This is a geometric approach to problems with a clear separation in timescales. It
uses invariant manifolds in phase space in order to understand the global struc-
ture of the phase space or to construct orbits with desired properties [16]. Since
then, the method has evolved and found that way toward applications, which has
received a great deal of interest and has been used by many researchers to obtain
the existence of traveling waves for generalized KdV equations [18, 41–44], KdV-
Burgers-Kuramoto equation [11], nonlinear dispersive-dissipative equation [28–30],
reaction-diffusion equations [12,13,26,32,33,38,39], stochastic differential equation-
s [2], slow-fast dynamic systems [25,27,36], Lienard equations [4,6,7] and biological
models [14,20,24], etc.

In the present paper, our aim is to discuss the existence and asymptotic behavior
of traveling wave solutions of equation (1.10) with a typical kernel (1.4). The rest
of this paper is organized as follows. In Section 2, we first establish the existence of
traveling wave solution for equation (1.10). In Section 3, we obtain the asymptotic
behavior of the traveling wave solution which are obtained in Section 2 for the first
time. In Section 4, we will give a brief conclusion.

2. Existence of traveling wave solution

In this section, we will establish a proposition which will be employed in the main
proof of the existence of traveling wave solutions of equation (1.10) with (1.4). We
first introduce the following result on invariant manifolds which is due to Fenichel [9].
For convenience, we use a version of this theorem due to Jones [18].

Lemma 2.1 (Geometric Singular Perturbation Theorem). For the systemx′(t) = f(x, y, ε),

y′(t) = εg(x, y, ε),
(2.1)
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where x ∈ Rn, y ∈ Rl and ε is a real parameter, f, g are C∞ on the set V × I
where V ∈ Rn+l and I is an open interval, containing 0. If ε = 0, the system has a
compact, normally hyperbolic manifold of critical points M0 which is contained in
the set {f(x, y, 0) = 0}. Then for any 0 < r < +∞, if ε > 0, but sufficiently small,
there exists a manifold Mε:

(I) which is locally invariant under the flow of system (2.1);

(II) which is a manifold of class Cr in x, y and ε;

(III) Mε = {(x, y) : x = hε(y)} for some Cr function hε(y) and y in some compact
set K;

(IV) there exist locally invariant stable and unstable manifolds W s(Mε) and Wu(Mε)
that lie within O(ε) of, and are diffeomorphic to, W s(M0) and Wu(M0).

Then we give a useful result for the nondelay case (1.7). Assume that Eq. (1.7)
has traveling wave solution in the form u(x, t) = ϕ(ξ), ξ = x− ct, with wave speed
c > 0. Substituting it into (1.7) and integrating once yields

− cϕ+ αϕ′ +
β

2
ϕ2 + sϕ′′ = 0, (2.2)

where prime denotes the derivative by ξ and the integration constant is taken to be
zero. Let ϕ′ = φ, then Eq. (2.2) can be written as the following system,ϕ′ = φ,

φ′ =
c

s
ϕ− β

2s
ϕ2 − α

s
φ.

(2.3)

The following lemma leads to the existence of a traveling wave solution of nondelay
equation.

Lemma 2.2. Assume that α > 0, β > 0, s < 0 and 0 < c < −α
2

4s . Then in the
(ϕ, φ) phase plane satisfies system (2.3), there is a heteroclinic orbit connection its
two equilbria (0, 0) and ( 2c

β , 0). This connection is confined to φ > 0.

Proof. It is easy to verify that system (2.3) has two equilibria E0 = (0, 0) and
E1 = ( 2c

β , 0). Linearising (2.3) at E1 shows that this positive equilibrium point
is always a saddle point. However, the origin E0 is always an unstable node for

0 < c < −α
2

4s . To confirm the existence of a heteroclinic connection between the
two, and confined to φ > 0, we shall show that for a suitable value of λ > 0, the
triangular set

Ω =

{
(ϕ, φ) : 0 ≤ ϕ ≤ 2c

β
, 0 ≤ φ ≤ λϕ

}
is negative invariant. This will be so if ~m ·~n ≤ 0 everywhere on the boundary of the
set where ~n is an inward pointing normal and ~m is the vector whose components
are the right-hand side of (2.3). Two sides of the triangle are trivial to deal with.
On the third, φ = λϕ, we can take ~n = (λ,−1), then

~m · ~n = λφ− c

s
ϕ+

α

s
φ+

β

2s
ϕ2

∣∣∣∣
(ϕ,λϕ)

= ϕ

(
λ2 +

α

s
λ− c

s
+
β

2s
ϕ

)
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≤ ϕ

(
λ2 +

α

s
λ− c

s

)
≤ 0.

Since 0 < c < −α
2

4s , λ2 + α
s λ−

c
s = 0 has two real positive roots λ1 and λ2 satisfying

0 < λ1 ≤ λ2. This implies that ~F · ~n ≤ 0 provided λ1 ≤ λ ≤ λ2.
From the above discussion, it is easy to get that one branch of the unstable

manifold at ( 2c
β , 0) emanates into the invariant set Ω defined above. Once in this

set, it has nowhere to go except into the origin. Thus the desired heteroclinic
connection exists. This completes the proof.

Next we will seek the existence of the traveling wave solutions for Eq. (1.10)
with the kernel

f(t) =
1

τ
e−

t
τ , (2.4)

where τ > 0, which measures the delay. For this kernel, if we define v = f ∗ u, i.e.,

v(ξ) =

∫ +∞

0

1

τ
e−

t
τ u(ξ + ct)dt, (2.5)

then by direct computation, we get

dv

dξ
=

1

cτ
(v − u). (2.6)

Assume that equation (1.10) with (1.4) has traveling wave solution in the form
u(x, t) = ϕ(ξ), ξ = x− ct, with wave speed c > 0, and integrating once meanwhile
taking the integration constant to be zero, we have

sϕ′′ + αϕ′ − cϕ+ βG = 0, (2.7)

where prime also denotes the derivative by ξ and

G(ξ) =

∫ ξ

−∞
ϕ′vdδ. (2.8)

Thus it is possible to reformulate the integro-differential equation (1.10) as the
system  sϕ′′ + αϕ′ − cϕ+ βG = 0,

cτv′ = v − ϕ,
(2.9)

under the boundary value conditions
lim

ξ→−∞
(ϕ(ξ), v(ξ)) = (0, 0),

lim
ξ→+∞

(ϕ(ξ), v(ξ)) =

(
2c

β
,

2c

β

)
.

(2.10)

Obviously, system (2.9) is not a delay differential system. The delay in the original
problem now plays its role through the parameter τ . Thus we can deal with the
question of traveling wave solutions in the delay Eq. (1.10) with (1.5) by seeking the
existence of the traveling waves in system (2.9). Note that Eq. (1.10) with (1.5) is
an infinite-dimensional dynamical system, but the phase space for the traveling wave
equations associated with system (2.9) is finite dimensional. Hence the geometric
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singular perturbation theory for the ordinary differential equations can be applied
to the system (2.9) to tackle existence of the traveling wave solutions. And our
task is equivalent to establish the existence of traveling wave solutions of (1.10)
connecting the two uniform steady-states (0, 0) and ( 2c

β ,
2c
β ), for sufficiently small

delay.

If further denote ϕ′ = φ, the system (2.9) can be cast into standard form for a
singular perturbed problem 

ϕ′ = φ,

φ′ =
c

s
ϕ− α

s
φ− β

s
G,

cτv′ = v − ϕ,

(2.11)

which can be called a slow system. When τ = 0, the system becomesϕ′ = φ,

φ′ =
c

s
ϕ− α

s
φ− β

2s
ϕ2.

(2.12)

System (1.5) has a heteroclinic orbit connecting its two equilibria (0, 0) and ( 2c
β , 0),

which has been guaranteed by Lemma 2.2. What we will prove is that the system
(2.11) has a traveling wave solution connecting (0, 0, 0) and ( 2c

β , 0,
2c
β ) for τ > 0

sufficiently small. Note that when τ = 0, system (2.11) does not define a dynamic
system in R3. This problem can be overcome through the transformation ξ = τη,
under which the system (2.11) becomes

ϕ̇ = τφ,

φ̇ =
cτ

s
ϕ− ατ

s
φ− βτ

s
G,

v̇ =
1

c
(v − ϕ),

(2.13)

where dot denotes the derivative with respect to η. The system (2.13) is called a
fast system. The slow system (2.11) and fast system (2.13) are equivalent when
τ > 0. Let τ → 0 in system (2.11), then the flow of system (2.11) is confined to the
set

M0 =

{
(ϕ, φ, v) ∈ R3 : v = ϕ

}
,

which is a two-dimensional invariant manifold for system (2.11). If this manifold is
normally hyperbolic, then the geometric singular perturbation theory of Fenichel [9]
will be applied, and provides us with a two-dimensional invariant manifold Mτ , for
the flow when τ > 0. The idea is to study the flow of (2.11) restricted to this
manifold, and the resulting system will be two-dimensional. This does not in itself
establish the existence of a traveling wave solution; we still have to study the system
reduced to Mτ , and show that it possesses a heteroclinic connection.

To check that M0 is a normally hyperbolic manifold, we need to check that the
linearization of the fast system (2.13), restricted to M0, has exactly dimM0 eigen-
values on the imaginary axis with the remainder of the spectrum being hyperbolic.
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The linearization of the fast system, restricted to M0, is
0 0 0

0 0 0

− 1
c 0 1

c

 ,

the eigenvalues of which are 0, 0, 1
c . Thus M0 is normally hyperbolic. We now

know that there exists a two-dimensional manifold Mτ with the properties described
above. Next we will determine Mτ explicitly. Mτ can be written in the form

Mτ =

{
(ϕ, φ, v) ∈ R3 : v = ϕ+ g(ϕ, φ, τ)

}
,

where the function g depends smoothly on τ and satisfies

g(ϕ, φ, 0) = 0.

Plugging v = ϕ+ g(ϕ, φ, τ) into slow system (2.11) yields

cτ

(
φ+

∂g

∂ϕ
φ+

∂g

∂φ

(
c

s
ϕ− a

s
φ− β

s
G

))
= g. (2.14)

Since g is zero when τ = 0, let g be expressed as

g(ϕ, φ, τ) = τg1(ϕ, φ) + τ2g2(ϕ, φ) + · · · . (2.15)

Substituting (2.15) into (2.14) and comparing powers of τ give

g1 = cφ, g2 = c2
(
c

s
ϕ− a

s
φ− β

s
G

)
.

Hence we obtain

g = (cφ)τ +

[
c2
(
c

s
ϕ− a

s
φ− β

s
G

)]
τ2 + o(τ2).

The slow system (2.11) restricted to Mτ is therefore given by
ϕ′ = φ,

φ′ =
c

s
ϕ− α

s
φ− β

2s
ϕ2 − τβc

s

∫ ξ

−∞
φ2dδ +O(τ2).

(2.16)

Obviously, the system (2.16) is simplified to (2.12) when τ = 0. It is easy to see sys-
tem (2.16) has two equilibria points (ϕ, φ) = (0, 0) and ( 2c

β , 0) for τ > 0 sufficiently
small. We wish now to establish the existence of a heteroclinic connection between
these two critical points. From Lemma 2.2, we know that such a connection exists
when τ = 0. For τ > 0 sufficiently small, we shall seek such a solution of system
(2.16), that is a perturbation of traveling waves of system (2.3). Let (ϕ10, φ10) be
the solution of (2.16) when τ = 0. To solve the system for τ > 0 sufficiently small,
we set

ϕ = ϕ10 + τψ1 + · · · , φ = φ10 + τψ2 + · · · .
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Substituting, we find that, to the lowest order, the differential equation system
determining ψ1 and ψ2 is

d

dξ

ψ1

ψ2

+

 0 −1

β
sϕ1 − c

s
α
s

ψ1

ψ2

 =

 0

−βcs
∫ ξ
−∞ φ1dδ

 , (2.17)

and we seek to prove that this system has a solution satisfying ψ1(±∞) = 0 and
ψ2(±∞) = 0.

Working in the space L2 of square integrable functions, with inner product∫ +∞

−∞

(
x(ξ), y(ξ)

)
dξ,

(·, ·) being the Euclidean inner product on R2. Fredholm theory states that (2.17)
have a solution if and only if∫ ∞

−∞

x(ξ),

 0

−βcs
∫ ξ
−∞ φ1dδ

dξ = 0,

for all function x(ξ) in the kernel of the adjoint of the operator L defined by the
left-hand side of (2.17). It is easy to verify that the adjoint operator L∗ is given by

L∗ = − d

dξ
+

 0 β
sϕ1 − c

s

−1 α
s

 ,

and thus compute KerL∗, we have to find all x(ξ) satisfying

dx

dξ
=

 0 β
sϕ1 − c

s

−1 α
s

x. (2.18)

The general solution of equation (2.18) is difficult to find because the matrix is
non-constant. However, we are only looking for solutions satisfying x(±∞) = 0, in
fact the only such solution is the zero solution. Recall that ϕ10(ξ) is the solution
of the unperturbed problem and we do know it tends to zero as ξ → −∞ (see [8]).
Letting ξ → −∞ in (2.18), the matrix becomes a constant matrix, with eigenvalues
λ satisfying

λ2 − α

s
λ− c

s
= 0,

since 0 < c < −α
2

4s , the eigenvalues are therefore both real and negative. As
ξ → −∞, any solution of (2.18) other than the zero solution must be growing
exponentially for lager ξ. So the only solution satisfying x(±∞) = 0 is the zero
solution. This means that the Fredholm orthogonality condition trivially holds and
so solutions of (2.18) exist. This completes the proof that a heteroclinic connection
exists between the two equilibrum points (0, 0, 0) and ( 2c

β , 0,
2c
β ) of (2.16).

From the above discussions, we obtain the first main theorem.

Theorem 2.1. For any fixed 0 < c < −α
2

4s , equation (1.10) with the weak generic
kernel (2.4) has a traveling wave solution u(x, t) = ϕ(x− ct) satisfying ϕ(−∞) = 0
and ϕ(+∞) = 2c

β , provided the delay τ > 0 is sufficiently small.
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3. Asymptotic behavior of traveling wave solution

Let Φ(ξ) = (ϕ0(ξ), v0(ξ)) be the traveling wave solution of system (2.9). Differen-
tiating (2.9) with respect to ξ and denoting Φ′(ξ) = (ϕ1(ξ), v1(ξ)), we get sϕ′′1 + αϕ′1 − cϕ1 + βϕ1v0 = 0,

cτv′1 = v1 − ϕ1.
(3.1)

Due to ϕ(−∞) = v(−∞) = 0, the limiting system for (3.1) as ξ → −∞ is sϕ′′1− + αϕ′1− − cϕ1− = 0,

cτv′1− = v1− − ϕ1−,
(3.2)

where (ϕ1−, v1−) is the traveling wave solution of system (3.2) as ξ → −∞. Setting
ϕ′1− = ϕ2−, we can write system (3.2) as a first order system of ordinary differential
equations

Z ′ = AZ, Z = (ϕ1−, ϕ2−, v1−)T , (3.3)

where

A =


0 1 0

c
s −αs 0

− 1
cτ 0 1

cτ

 .

Solving the system (3.3), we have

Z = (ϕ1−, ϕ2−, v1−)T =

3∑
i=1

cihie
λiξ, (3.4)

where

λ1 =
1

cτ
, λ2 =

−α+
√
α2 + 4cs

2s
, λ3 = −α+

√
α2 + 4cs

2s
,

hi(i = 1, 2, 3) are eigenvectors of the matrix A with λi (i = 1, 2, 3) as corresponding

eigenvalues, and ci are arbitrary constants. For s < 0, 0 < c < −α
2

4s , it is easy to
check that λ1 > 0, λ2 > 0, λ3 > 0 and

(ϕ1−, ϕ2−, v1−)T = c1h1e
λ1ξ + c2h2e

λ2ξ + c3h3e
λ3ξ.

We deduce the following asymptotic behavior as ξ → −∞ϕ1(ξ)

v1(ξ)

 =

∑3
i=1 αi(mi + o(1))eλiξ∑3
i=1 αi(ni + o(1))eλiξ

 , (3.5)

where mi, ni (i = 1, 2, 3) are constants, ni and αi (i = 1, 2, 3) cannot be zero
simultaneously. Then we claim that ni 6= 0 (i = 1, 2, 3) in (3.5). Consider the
solution hie

λiξ of the system (3.3). If the third components of eigenvector hi (i =
1, 2, 3) is zero, the matrix A implies that the other components are zero. So we
conclude that ni 6= 0 (i = 1, 2, 3).
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Similarly, ϕ(+∞) = v(+∞) = 2c
β and the limiting system for (3.1) as ξ → +∞

is  sϕ′′1+ + αϕ′1+ + cϕ1+ = 0,

cτv′1+ = v1+ − ϕ1+,
(3.6)

where (ϕ1+, v1+) is the traveling wave solution of system (3.6) as ξ → +∞. Setting
ϕ′1+ = ϕ2+, we can write system (3.6) as a first order system of ordinary differential
equations

Z ′ = BZ, Z = (ϕ1+, ϕ2+, v1+)T , (3.7)

where

B =


0 1 0

− cs −
α
s 0

− 1
cτ 0 1

cτ

 .

One can obtain that the general solution of the system (3.7) has the following form

Z = (ϕ1+, ϕ2+, v1+)T =

3∑
i=1

difie
Λiξ,

where

Λ1 =
1

cτ
, Λ2 =

−α+
√
α2 − 4cs

2s
, Λ3 = −α+

√
α2 − 4cs

2s
,

where fi(i = 1, 2, 3) are eigenvectors of the matrix B with Λi (i = 1, 2, 3) as the

corresponding eigenvalues, and Di are arbitrary constants. For s < 0, 0 < c < −α
2

4s ,
it is easy to check that Λ1 > 0,Λ2 < 0,Λ3 > 0. Since (ϕ1+, ϕ2+, v1+)T → (0, 0, 0)T

as ξ → +∞, it is easy to verify that d1 = d3 = 0 and

(ϕ1+, ϕ2+, v1+)T = d3f2e
Λ2ξ. (3.8)

Similarly to the case ξ → −∞, we have the following asymptotic behavior of trav-
eling wave solutions as ξ → +∞ϕ1(ξ)

v1(ξ)

 =

β1(p1 + o(1))eΛ2ξ

β1(q1 + o(1))eΛ2ξ

 , (3.9)

where p1, q1 are constants, q1 and β1 cannot be zero, simultaneously. Then we
claim that q1 6= 0 in (3.9). Consider the solution f2e

Λ2ξ of the system (3.8). If
the third components of eigenvector f2 is zero, the matrix B implies that the other
components are zero. So we conclude that q1 6= 0.

From the above discussions, we obtain the second main theorem.

Theorem 3.1. Under the assumptions of Theorem 2.1, there exist positive con-
stants Ai and Bi (i = 1, 2) such that system (2.9) has a traveling wave solution
Φ(ξ) satisfying the following asymptotic properties

Φ(ξ) =

 (A1 + o(1))eλξ

(A2 + o(1))eλξ

 , ξ → −∞
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and

Φ(ξ) =

 2c
β − (B1 + o(1))eΛ2ξ

2c
β − (B2 + o(1))eΛ2ξ

 , ξ → +∞,

where λ may be one of λ1, λ2 and λ3.

Remark 3.1. If the kernel is taken to be one of the following kernels

f(x, t) = δ(x)δ(t− τ), f(t) =
t

τ2
e−

t
τ , f(x, t) =

1

τ
e−

t
τ

1√
4πst

e−
x2

4st ,

by using the above method we can get similar results, respectively.

4. Conclusion

This paper is concerned with the existence and asymptotic behavior of the traveling
wave solutions of the KdV-Burgers equation with a particular kernel commonly
called the weak generic kernel. This choice enables the equation, in particular the
traveling wave equation, to be recast as a system which is of higher order but
is not a delay differential system. In this system, the parameter in the kernel
which measures the delay appears as a coefficient. By exploiting this fact and
the supposed smallness of the delay, we have shown how the theory of dynamical
systems can be used to construct a two-dimensional invariant manifold within R3

for the system. By recasting the equation as this manifold, we are then able to
show the existence of a heteroclinic connection in the manifold and this establishes
the existence of traveling wave solutions for the original problem when the delay is
sufficiently small. Furthermore, by employing the standard asymptotic theory, we
obtain the asymptotic behavior of traveling wave solutions accordingly.

In the near future, we are going to develop and extend the techniques to other
nonlinear evolutionary equations. We believe that this method must be advanta-
geous for a rather diverse group of scientists.

References

[1] P. Ashwin, M.V. Bartuccelli, T. J. Bridges and S. A. Gourley, Traveling fronts
for the KPP equation with spatio-temporal delay, Z. Angew. Math. Phys., 2002,
53, 103–122.

[2] N. Berglunda and B. Gentz, Geometric singular perturbation theory for stochas-
tic differential equations, J. Differ. Equations, 2003, 191, 1–54.

[3] J. M. Burgers, Mathematical examples illustrating relations occurring in the
theory of turbulent fluid motion, Trans. R. Neth. Acad. Sci., 1939, 17, 1–53.

[4] M. Caubergh and F. Dumortier, Hilbert’s 16th problem for classical Lienard
equations of even degree, J. Differ. Equations, 2008, 244, 1359–1394.

[5] J. C. Ceballos, M. Sepulveda and O. P. V. Villagran, The Korteweg-de Vries-
Kawahara equation in a bounded domain and some numerical results, Appl.
Math. Comput., 2007, 190, 912–936.

[6] F. Dumortier, Compactification and desingularization of spaces of polynomial
Lienard equations, J. Differ. Equations, 2006, 224, 296–313.



Existence and asymptotic behavior of traveling wave solution. . . 851

[7] F. Dumortier and R. Roussarie, Multiple canard cycles in generalized Lienard
equations, J. Differ. Equations, 2001, 174, 1–29.

[8] Z. S. Feng, The first-integral method to the Burgers-Korteweg-de Vries equation,
J. Phys. A: Math. Gen., 2002, 35, 343–350.

[9] N. Fenichel, Geometric singular perturbation theory for ordinary differential
equations, J. Differ. Equations, 1979, 31, 53–98.

[10] F. Feudel and H. Steudel, Nonexistence of prolongation structure for the
Korteweg-de Vries-Burgers equation, Phys. Lett. A, 1985, 107, 5–8.

[11] Y. G. Fu and Z. G. Liu, Persistence of traveling fronts of KdV-Burgers-
Kuramoto equation, Appl. Math. Comput., 2010, 216, 2199–2206.

[12] S. A. Gourley, Traveling fronts in the diffusive Nicholson’s blowflies equation
with distributed delays, Math. Comput. Model., 2000, 32, 843–853.

[13] S. A. Gourley and M.A.J. Chaplain, Traveling fronts in a food-limited popula-
tion model with time delay, Proc. Roy. Soc. Edinb. A, 2002, 132, 75–89.

[14] S. A. Gourley and S.G. Ruan, Convergence and traveling wave fronts in func-
tional differential equations with nonlocal terms: a competition model, SIAM.
J. Math. Anal., 2003, 35, 806–822.

[15] J. K. Hale and S. M. Verduyn Lunel, Introduction to Functional Differential
Equations, Appl. Math. Sci., vol. 99, Springer, New York, 1993.

[16] G. Hek, Geometric singular perturbation theory in biological practice, J. Math.
Biol., 2010, 60, 347–386.

[17] R. S. Johnson, A Modern Introduction to the Mathematical Theory of Water
Waves, Cambridge, Cambridge University Press, 1997.

[18] C. K. R. T. Jones, Geometrical singular perturbation theory. In: Johnson, R.
(ed.) Dynamical Systems, Lecture Notes in Mathematics, vol. 1609, Springer,
New York, 1995.

[19] D. J. Korteweg and G. de Vries, On the change of form of long waves advancing
in a rectangular channel, and on a new type of long stationary waves, Phil. Mag.
1895, 39, 422–443.

[20] C. Z. Li and H. P. Zhu, Canard cycles for predator-prey systems with Holling
types of functional response, J. Differ. Equations, 2013, 254, 879–910.

[21] J. B. Li, Singular Nonlinear Traveling Wave Equations: Bifurcations and Exact
Solutions, Science Press, Beijing, 2013.

[22] X. Z. Li and M. L. Wang, A sub-ODE method for finding exact solutions of a
generalized KdV-mKdV equation with high-order nonlinear terms, Phys. Lett.
A, 2007, 361, 115–118.

[23] Z. L. Li, Constructing of new exact solutions to the GKdV-mKdV equation

with any-order nonlinear terms by G′

G -expansion method, Appl. Math. Comput.,
2010, 217, 1398–1403.

[24] G. Lin and W. T. Li, Bistable wavefronts in a diffusive and competitive Lotka-
Volterra type system with delays, J. Differ. Equations, 2008, 244, 487–513.

[25] N. Lu and C. C. Zeng, Normally elliptic singular perturbations and persistence
of homoclinic orbits, J. Differ. Equations, 2011, 250, 4124–4176.



852 J. Wei, J. Zhou & L. Tian

[26] G. Y. Lv and M. X. Wang, Existence, uniqueness and asymptotic behavior of
traveling wave fronts for a vector disease model, Nonlinear Anal-Real., 2010,
11, 2035–2043.

[27] P. Maesschalck and F. Dumortier, Slow-fast Bogdanov-Takens bifurcations, J.
Differ. Equations, 2011, 250, 1000–1025.

[28] M. B. A. Mansour, Geometric construction of traveling waves in a generalized
nonlinear dispersive-dissipative equation, J. Geom. Phys., 2013, 69, 116–122.

[29] M. B. A. Mansour, Traveling wave solutions for a singularly perturbed Burgers-
KdV equation, Pramana J. Phys., 2009, 73, 799–806.

[30] M. B. A. Mansour, Traveling waves for a dissipative modified KdV equation, J.
Egypt. Math. Soc., 2012, 20, 134–138.

[31] T. Ogawa, Traveling wave solutions to a perturbed Korteweg-de Vries equation,
Hiroshima J. Math., 1994, 24, 401–422.

[32] C. H. Ou and J. H. Wu, Persistence of wavefronts in delayed nonlocal reaction-
diffusion equations, J. Differ. Equations, 2007, 238, 219–261.

[33] S. G. Ruan and D. M. Xiao, Stability of steady states and existence of traveling
wave in a vector disease model, Proc. Roy. Soc. Edinb. A, 2004, 134, 991–1011.

[34] H. L. Smith and X. Q. Zhao, Global asymptotic stability of traveling waves in
delayed reaction-diffusion equations, SIAM J. Math. Anal., 2000, 31, 514–534.

[35] H. Triki, T. R. Taha and A. M. Wazwaz, Solitary wave solutions for a gener-
alized KdV-mKdV equation with variable coefficients, Math. Comput. Simul.,
2010, 80, 1867–1873.

[36] F. Verhulst, Singular perturbation methods for slow-fast dynamics, Nonlinear
Dyn., 2007, 50, 747–753.
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