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INFINITELY MANY BOUND STATE
SOLUTIONS OF SCHRÖDINGER-POISSON

EQUATIONS IN R3 ∗

Xu Zhang, Shiwang Ma† and Qilin Xie

Abstract In this paper, we study a system of Schrödinger-Poisson equation−∆u+ a(x)u+K(x)ϕu = |u|p−2u, x ∈ R3,

−∆ϕ = K(x)u2, x ∈ R3,

where p ∈ (4, 6) and K ≥ (̸≡)0. Under some suitable decay assumptions
but without any symmetry property on a and K, we obtain infinitely many
solutions of this system.
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1. Introduction

In this paper, we consider the existence of infinity many solutions for the following
Schrödinger-Poisson system in R3−∆u+ a(x)u+K(x)ϕu = |u|p−2u, x ∈ R3,

−∆ϕ = K(x)u2, x ∈ R3.
(P)

Systems (P) have been firstly introduced in [4] as a model describing waves inter-
acting with its own electrostatic field in quantum mechanic. For more details on
the physical aspects of the problem we refer the readers to [5] and [24].

We deal with the case in which p ∈ (4, 6) and denote the standard norms of
Lp(R3) and Lp(Ω) by | · |p and | · |p,Ω, respectively. Moreover we make the following
assumptions:

(A1) a ∈ C1(R3) ∩ L∞(R3), a0 = infx∈R3 a(x) > 0.

(A2) For any α > 0, lim|x|→∞
∂a
∂x (x)e

α|x| = +∞, where x = x
|x| , x ̸= 0.

(A3) There exists a constant c̄ > 1 such that, for |x| > c̄

|∇τxa(x)| ≤ c̄
∂a

∂x
(x),
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where ∇τxa(x) denoting the component of ∇a(x) which lies in the hyperplane
orthogonal to x and containing x.

(K) K(x) ≥ (̸≡)0 and there exist constants β, cβ > 0 such that K(x) ≤ cβe
−β|x|.

Recently, the nonlinear Schrödinger-Poisson system has been widely studied
under variant conditions. The existence and multiplicity results of system (P) have
been discussed in many papers. Take for instance, see [1–5, 7]. And the results for
(P) with positive non-radial potential and different assumptions on nonlinearities
can be found in [2], [27] and [29]. In the case a = 1 and K = 1, in [22], Ruiz
proved (P) does not admit any nontrivial solution for 2 < p ≤ 3 and possesses
a positive radial solution for 4 < p < 6. In [9], Cerami and Vaira considered
the system with a = 1 and non-autonomous nonlinearities, and they proved the
existence of positive ground state solutions via minimization on Nehari manifold
and concentration compactness argument. Other existence or multiplicity results
can be found in [16, 18, 23, 26, 28] with variant assumptions on the potential and
nonlinearities. The semiclassical solutions of the system have also been discussed
and we refer the readers to [11,14,15,21] for details.

As to the existence of infinitely many solutions, when a = K = 1, Ambrosetti
and Ruiz [3] proved that (P) has infinitely many pairs of radial solutions for 3 <
p < 6, and has multiple solutions (but not infinitely) for K mall enough when
2 < p < 3. Li, Peng and Yan [19] proved the existence of infinitely many non-radial
positive solutions of (P) with a = 1, radial symmetricK and non-autonomous radial
symmetric nonlinearities. Their method is based on a reduction argument and we
refer readers to [10] for a similar problem. In [20], Liu, Zhang and Wang consider
the system with coercive potential and a more general nonlinearity which covers
the case p ∈ (3, 6) and they obtain infinitely many sign-changing solutions by using
minimax arguments in the presence of invariant sets of a descending flow.

To our knowledge, in all the papers mentioned above, there either hold the radial
symmetric assumptions or some compact conditions are available on the potential,
which makes it naturally possesses the compact embedding. In this paper, we
intend to find infinitely many solutions to (P) without any of those symmetric or
compactness conditions. Our main result is as follows:

Theorem 1.1. Assume that (A1), (A2), (A3) and (K) hold. When p ∈ (4, 6), (P)
has infinitely many solutions, whose energy can be arbitrarily large.

Our strategy of proof follows from that of [12] and [8], in which the authors
considered the existence of infinitely many solutions for Schrödinger equation with
critical growth nonlinearity in bounded domains and with subcritical growth non-
linearity in RN , respectively. Specifically, we consider a sequence of balls Bρn(0) in
R3 with ρn → +∞ as n → +∞, and consider the related problems on these balls

−∆u+ a(x)u+K(x)ϕu = |u|p−2u, in Bρn
(0),

−∆ϕ = K(x)u2, in Bρn(0),

u = 0. in R3 \Bρn(0).

(Pn)

Applying the classical mini-max arguments to the functionals corresponding to (Pn),
we may obtain the existence of infinitely many solutions. Let {un} be the sequence
consisting of solutions un to (Pn), corresponding to mini-max classes of the same
type, and then we try to pass to the limit. However, since the lack of compactness,
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we do not know whether such (a balanced sequence) {un} convergence strongly
or not. So we arguing indirectly that {un} (is a broken balanced sequence) break
up into several parts (one could see [8, 12] for more details for the definitions of
balanced sequence and broken balanced sequence). And then we use some uniform
decay estimates on the bounded sequence of solutions to (Pn) and a local Pohozaev
type inequality to get a contradiction.

The remainder of this paper is organized as follows. In Section 2, we derive a
variational setting for the problem (P) and the associated functional. In Section 3,
we manage to give a compactness result. In section 4, we prove the existence of the
infinitely many solution by using an argument of Morse index.

2. Preliminaries

We consider the Hilbert space H1(R3) with the inner product

(u, v) :=

∫
R3

∇u∇v + uvdx

and corresponding norm ∥u∥ = (u, u)1/2. Let Ω be an open subset of R3, the space
H1

0 (Ω) is the closure of C∞
0 (Ω) in H1(R3).

As we know, (P) can be reduced to a single equation with a non-local term.
Actually, for each u ∈ H1(R3), we define an operator Tu on D1,2(R3) by

Tu(v) =

∫
R3

K(x)u2vdx.

Then the Hölder inequality and (K) yield that there is a constant C > 0 such that
for every v ∈ D1,2(R3),

|Tu(v)| ≤ C∥u∥2∥v∥D1,2(R3).

Hence, by the Lax-Milgram theorem, there exists a unique ϕu ∈ D1,2(R3) such that∫
R3

∇ϕu∇vdx =

∫
R3

K(x)u2vdx,

thus ϕu is a weak solution of −∆ϕu = K(x)u2 and can be represented by

ϕu(x) =
1

4π

∫
R3

K(y)

|x− y|
u2(y)dy,

for x in the interior of supp(u). Moreover, it is obvious that

∥ϕ∥D1,2(R3) = ∥Tu∥L(D1,2,R) ≤ C∥u∥2.

Thus, substituting ϕu in (P), we can prove that (u, ϕ) is a solution of (P) if and
only if u ∈ H1(R3) is a critical point of the functional I : H1(R3) → R defined by

I(u) =
1

2

∫
R3

|∇u|2 + a(x)u2dx+
1

4

∫
R3

K(x)Φ(u)u2dx− 1

p

∫
R3

|u|pdx,

here the operator Φ is defined as

Φ : H1(R3) → D1,2(R3), Φ(u) = ϕu.
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Setting

N(u) =

∫
R3

K(x)Φ(u)u2dx.

Then we have the following properties, which is useful to our problem.

Lemma 2.1. When (K) holds, then the following statements hold true:

(1) Φ is continuous;

(2) Φ maps bounded sets into bounded sets;

(3) un ⇀ u in H1(R3) implies that Φ(un) → Φ(u) in D1,2(R3);

(4) un ⇀ u in H1(R3), then N(un) → N(u), as n → ∞.

Proof. One can find the proofs in [9] lemma 2.1 for (1), (2); and in [28] Lemma
2.1, Lemma 2.2 for (3), (4).

We introduce the following inequality related to system (P) as a extreme func-
tional.  −∆u+ a∞u ≤ up−1 x ∈ R3,

u ∈ H1(R3), u ≥ 0 x ∈ R3,
(P∞)

where a∞ = lim inf |x|→+∞ a(x).
Let Bρn(0) ⊂ R3 be an open ball centered at 0 with radius ρn. We firstly

consider the following system{
−∆u+ a(x)u+K(x)Φ(u)u = |u|p−2u, in Bρn(0),

u = 0, in R3 \Bρn(0).
(PBρn (0))

And then we have

Proposition 2.1. Under the condition (A1) and (K), let (ρn)n be a sequence such
that ρn → +∞ as n → +∞ and (un)n be a sequence of nontrivial weak solution
of (PBρn (0)

) satisfying I(un) ≤ C. Then there is a subsequence (still denoted by

(un)n) such that there exist u0 ∈ H1(R3), an integer m ≥ 0, nontrivial solution wi

of (P∞) and sequences (yin) for 1 ≤ i ≤ m satisfying

un ⇀ u0 in H1(R3), n → +∞;

|un| − (|u0|+
m∑
i=1

wi(· − yin)) → 0 in H1(R3), n → +∞;

|yin| → +∞, |yin − yjn| → +∞ if i ̸= j, n → +∞.

Moreover, we agree that in the case m = 0 the above holds without wi and {yin}
which means (un)n is relatively compact.

Proof. We firstly show that (un)n is bounded.

C ≥ I(un)−
1

p
⟨I ′(un), un⟩

≥ min(a0, 1)(
1

2
− 1

p
)∥un∥2 + (

1

4
− 1

p
)

∫
R3

K(x)Φ(un)u
2
ndx

≥ min(a0, 1)(
1

2
− 1

p
)∥un∥2.
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Thus, up to a subsequence which we still denote by (un)n we have

un ⇀ u0 weakly in H1(R3);

un → u0 strongly in Lq
loc(R

3) for 1 ≤ q < 6;

un(x) → u0(x) a.e. in R3,

where u0 is a weak solution of (P).
If un → u0 in H1(R3), we have done. Otherwise v1n = un − u0 converges weakly

but not strongly to zero in H1(R3). Consequently,

∥v1n∥2 = ∥un∥2 − ∥u0∥2 + o(1),

as n → +∞. We claim that δ := lim supn→+∞ supy∈R3

∫
B1(y)

|v1n|pdx > 0. Arguing

indirectly, if δ = 0, by Lions’ Lemma [17], we know for 2 < q < 6,

v1n = un − u0 → 0 in Lq(R3). (2.1)

According to (A1), we have∫
R3

|∇(un − u0)|2 + a(x)(un − u0)
2dx

=

∫
R3

|∇un|2 + a(x)u2
ndx−

∫
R3

|∇u0|2 + a(x)u2
0dx+ o(1)

=⟨I ′(un), un⟩ − ⟨I ′(u0), u0⟩ −N(un) +N(u0) + |un|pp − |u0|pp + o(1).

By Lemma 2.1 (4), we know N(un) − N(u0) = o(1) as n → +∞; By Brezis-Lieb
Lemma and (2.1), we know |un|pp−|u0|pp = o(1) as n → +∞. Combining these with
(A1), we get

min(a0, 1)∥un − u0∥ ≤
∫
R3

|∇(un − u0)|2 + a(x)(un − u0)
2dx = o(1), n → +∞,

which is a contradiction. Thus we can choose y1n ∈ R3 such that∫
B1(y1

n)

|v1n|pdx >
δ

2
.

Since v1n ⇀ 0, (y1n) must be unbounded. Up to a subsequence, we can assume that
|y1n| → +∞ and v1n(· + y1n) ⇀ w1 in H1(R3). Then it is easy to check that |w1| is
nontrivial and weakly solves (P∞).

If v1n − w1(· − y1n) → 0, we have done. Otherwise, v2n(x) = v1n(x) − w1(x − y1n)
converges weakly but not strongly to zero in H1(R3). Moreover

∥v2n∥2 = ∥v1n∥2 − ∥w1∥2 + o(1) = ∥un∥2 − ∥u0∥2 − ∥w1∥2 + o(1).

Repeating the procedure above, we could obtain sequences yin ∈ R3 such that

|yin| → +∞, |yin − yjn| → +∞ if i ̸= j, n → +∞,

and also obtain a sequence of functions vin(x) = vi−1
n − wi−1(x− yi−1

n ) with i ≥ 2,

vin(·+ yin) ⇀ wi in H1(R3), n → +∞;

∥vin∥2 = ∥un∥2 − ∥u0∥2 −
i−1∑
j=1

∥wj∥2 + o(1).
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Here (|wj |)j are nontrivial weak solutions of (P∞). As the result, we know

min(1, a∞)∥wj∥2 ≤ |wj |pp,

which means that ∥wj∥ has a uniformly lower bound C > 0. Hence the iteration
must stop at some finite steps m, and we obtain as n → +∞

un −
m∑
i=1

wi(· − yin)− u0 → 0 in H1(R3);

|yin| → +∞, |yin − yjn| →,+∞ if 1 ≤ i ̸= j ≤ m.

Here |wj | are nontrivial solutions of (P∞).
Thus the only we need to show is that

|un| − (|u0|+
m∑
i=1

|wi(· − yin)|) → 0 in H1(R3), n → +∞.

For any ε > 0 there exists R > 0 such that∫
R3\BR(0)

|∇u0|2 + |u0|2dx < ε;∫
R3\BR(0)

|∇wi|2 + |wi|2dx < ε, 1 ≤ i ≤ m.

Consequently for sufficiently large n, we have

ε ≥
∫
R3

|un − (u0 +
m∑
i=1

wi(· − yin))|2dx

=

∫
BR(0)∪(

∪m
i=1 BR(yi

n))

|un − (u0 +
m∑
i=1

wi(· − yin))|2dx

+

∫
R3\BR(0)∪(

∪m
i=1 BR(yi

n))

|un − (u0 +

m∑
i=1

wi(· − yin))|2dx

≥
∫
BR(0)

|un − u0|2dx+
m∑
i=1

∫
BR(yi

n)

|un − wi(· − yin)|2dx− C(m)ε

≥
∫
BR(0)

(|un| − |u0|)2dx+
m∑
i=1

∫
BR(yi

n)

(|un| − |wi(· − yin)|)2dx− (C(m) + 1)ε

≥
∫
BR(0)∪(

∪m
i=1 BR(yi

n))

(|un| − |u0| −
m∑
i=1

|wi(· − yin)|)2dx− (2C(m) + 1)ε

≥
∫
R3

(|un| − |u0| −
m∑
i=1

|wi(· − yin)|)2dx− (3C(m) + 1)ε.

Similarly, we have∫
R3

∣∣∣∇(|un| − |u0| −
m∑
i=1

|wi(· − yin)|)
∣∣∣2dx ≤ (3C(m) + 2)ε.
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Noting that C(m) is a positive constant depending only on m, thus the proof is
complete.

Notice that in Proposition 2.2 when (un)n is not relatively compact, we have
m > 0. In this case we give some definitions which are useful for the estimates in
Section 3.

Definition 2.1. Let A be a subset of R3 and v ∈ R3 be a point such that v ̸∈ A.
Then we define the set

{w ∈ R3 : w = v + λ(x− v), x ∈ A, λ ∈ R+}

by cone of vertex v generated by A.

Definition 2.2. Under the assumption of Proposition 2.2, when (un)n is not rela-
tively compact, we have m > 0. Moreover for n ∈ N, there exists 1 ≤ in ≤ m such
that |yinn | = min1≤i≤m |yin|. Then we call a sequence (yn)n the smallest sequence of
(un)n if it satisfies yn = yinn for all n ∈ N.

In the following, we consider a noncompact sequence (un)n satisfying the con-
dition of Proposition 2.2. Moreover let (yn)n be the associated smallest sequence.

We claim that for n ∈ N and 1 ≤ i ≤ m, there exists Rn > 0 such that Cn (the
cone of vertex yn

2 generated by BRn(yn)) satisfies ∂Cn ∩B rn
2
(yin) = ∅. Here

rn =
γ|yn|
2m

, 0 < γ < min(
1

5
,

1

4(c̄+ 1)
),

and c̄ is the constant in (A3).
In order to construct such a sequence of Cn, firstly we considering C1,n which is

the cone of vertex yn

2 generated by Brn(yn). Obviously, ∂C1,n ∩ B rn
2
(yinn ) = ∅. If

additionally there hold

∂C1,n ∩B rn
2
(yin) = ∅, 1 ≤ i ≤ m,

then let C1,n be Cn and we have done. Otherwise, there exists some 1 ≤ j1 ≤ m such
that ∂C1,n ∩B rn

2
(yj1n ) ̸= ∅. Then we define C2,n be the cone of vertex yn

2 generated

by B2rn(yn). Using the fact that |yn| ≤ |yj1n | we obtain ∂C2,n ∩ B rn
2
(yj1n ) = ∅. If

additionally there hold

∂C2,n ∩B rn
2
(yin) = ∅, 1 ≤ i ≤ m,

then let C2,n be Cn. Otherwise, we repeat the procedure and after at most m − 1
steps, we can obtain Cn, the cone of vertex yn

2 generated by BRn(yn) as the claim.
It is obvious that

γ|yn|
2m

= rn ≤ Rn ≤ mrn =
γ|yn|
2

.

Consequently, if we denote the width angle of Cn by θn, we have

sin θn =
2Rn

|yn|
∈ [

γ

m
, γ].

For s ∈ R and n ∈ N we define the cone Cs,n as

Cs,n = Cn − s
yn
|yn|

,
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and for s ∈ R+, n ∈ N a neighbourhood of ∂Cn

S2s,n = Cs,n − C−s,n.

Moreover, we define

Sn = R3
\ m∪

i=0

B rn
2 −1(y

i
n)

with y0n = 0 for n ∈ N.

3. Compactness Result

In this section, we will show that under our assumptions (A1)–(A3) and (K), a
sequence (un)n as that in Proposition 2.2 is relatively compact.

Lemma 3.1. Under conditions (A1) and (K), let (ρn)n be a sequence such that
ρn → +∞ as n → +∞ and (un)n be a sequence of nontrivial weak solution of
(PBρn (0)) satisfying I(un) ≤ C. Then (un)n is bounded in L∞(R3).

Proof. From (A1) and (K), it is easy to see that

−∆|un|+ a0|un| ≤ |un|p−1.

Then according to maximum principle, if we set vn be weak solutions of

−∆v + a0v = |un|p−1,

we have the relation |un| ≤ vn. Since (∥un∥)n are uniformly bounded, thus by an
iterating argument, we conclude (vn)n are uniformly bounded in L∞(R3), which
implies that (un)n are uniformly bounded in L∞(R3).

Consequently, we have

Corollary 3.1. Assume (A1) and (K) hold. Let (un)n be defined as that in Lemma
3.1, then we have

−∆|un| ≤ C0

weakly holds for some positive constant C0.

Lemma 3.2. Assume (A1) and (K) hold. Let (un)n be defined as that in Lemma
3.1, (xn)n be a sequence such that xn ∈ Sn. If (un)n is not relatively compact, then
for any h ∈ (0, 1) there holds

lim
n→+∞

sup
Bhσn(xn)(xn)

|un(x)| = 0,

where
σn(x) = inf

1≤i≤m
|x− yin|

and yin is defined as that in Proposition 2.2.

Proof. Arguing indirectly, we assume that there exist h ∈ (0, 1), δ > 0 and a
sequence (zn)n, such that zn ∈ Bhσn(xn)(xn) and |un(zn)| ≥ δ for n large enough.
Thus by Corollary 3.2, we know

1

|Bρ(zn)|

∫
Bρ(zn)

|un|dx >
δ

2
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for small ρ. Here |Bρ(zn)| is the Lebesgue measure of Bρ(zn) in R3. Therefore we
have |un(·+ zn)| ⇀ v ̸= 0. On the other hand, according to the choice of σn, h and
the fact

|un| − (|u0|+
m∑
i=1

wi(· − yin)) → 0 in H1(R3), n → +∞,

we have |un(·+ zn)| ⇀ 0. And this is a contradiction.

Proposition 3.1. Under the conditions of Lemma 3.3, we have for any α ∈
(0,

√
a∞) there exist a positive constant Cα and nα ∈ N such that

|un(x)| ≤ Cαe
−ασn(x),

when n > nα and x ∈ Sn.

Proof. Arguing indirectly, we assume that there exists α ∈ (0,
√
a∞) such that

for k ∈ N we can find nk ≥ k and xk ∈ Snk
satisfying

|unk
(xk)| > ke−ασnk

(xk).

We choose h ∈ ( α√
a∞

, 1) and α′ ∈ (α,
√
a∞h), according to Lemma 3.3, the

following inequality

∆|unk
(x)| ≥ a(x)|unk

(x)| − |unk
(x)|p−1 > (α′)2h−2|unk

(x)| ≥ 0 (3.1)

weakly holds for x ∈ Bhσnk
(xk)(xk). Noting that hσnk

(xk) > 1 for k large, therefore

by mean value inequalities (see [13]) we have

|unk
(xk)| ≤

∫
B1(xk)

|unk
|dx.

Thus if there holds ∫
B1(xk)

|unk
|dx ≤ Ce−ασnk

(xk) (3.2)

for a constant C > 0, we will get a contradiction. In order to show (3.2), we consider
the following functions

vk(ρ) =

∫
Bρ(xk)

|unk
|dx and wk(ρ) =

(hσnk
(xk))

3ω3

eα
′σnk

(xk)
eα

′ρ/h

with ω3 = 4
3π denoting the Lebesgue measure of 3-dimensional unitary ball. And

we claim that for k large enough there holds

vk(ρ) ≤ wk(ρ), ρ ∈ [0, hσnk
(xk)]. (3.3)

Obviously, for k ∈ N
vk(0) ≤ wk(0).

On the other hand, according to Lemma 3.3, we have

vk(hσnk
(xk)) ≤ |Bhσnk

(xk)(xk)| sup
Bhσnk

(xk)(xk)

|unk
(x)|

≤ ω3(hσnk
(xk))

3 = wk(hσnk
(xk)).
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If our claim (3.3) is false, then (vk − wk)(ρ) will have a maximum point ρk ∈
(0, hσnk

(xk)) such that

(vk − wk)(ρk) > 0 and (vk − wk)
′′(ρk) ≤ 0.

By the definition of vk,

vk(ρ) =

∫
Bρ(xk)

|unk
(x)|dx =

∫ ρ

0

∫
∂Br(xk)

|unk
|dσdr,

we know that

v′k(ρ) =
d

dρ
vk(ρ) =

∫
∂Bρ(xk)

|uk|dσ. (3.4)

Then according to (3.4), divergence theorem and the fact

d

dρ
(ρ−2

∫
∂Bρ(xk)

|unk
|dσ) = ρ−2

∫
∂Bρ(xk)

∂

∂ν
|unk

|dσ,

we can deduce

d

dρ
(ρ−2v′k(ρ)) = ρ−2

∫
∂Bρ(xk)

∂

∂ν
|unk

|dσ = ρ−2

∫
Bρ(xk)

∆|unk
|dx.

Combining this and (3.1), we get

v′′k (ρ)

ρ2
− 2

v′k(ρ)

ρ3
= ρ−2

∫
Bρ(xk)

∆|unk
|dx

≥ ρ−2

∫
Bρ(xk)

α′2h−2|unk
|dx

= ρ−2α′2h−2vk(ρ).

Since v′k(ρ) ≥ 0 (see (3.4)), we have

v′′k (ρ) ≥ α′2h−2vk(ρ), ρ > 0.

Consequently,

(vk − wk)
′′(ρk) ≥ α′2h−2(vk(ρk)− wk(ρk)) > 0,

which means our claim (3.3) is true. Taking ρ = 1 in (3.3) we have∫
B1(xk)

|unk
|dx = vk(1) ≤ wk(1) =

(hσnk
(xk))

3ω3

eα
′σnk

(xk)
eα

′/h ≤ cαe
−ασnk

(xk),

which leads to the contradiction and the proof is complete.

Proposition 3.2. Under the conditions of Lemma 3.3, let (yn)n be a smallest
sequence of (un)n defined in Section 2, then there exist positive constants α1, C1

such that ∫
Sn

|un|qdx ≤ C1e
−α1|yn|, q ∈ [2,+∞).



Infinitely many bound state solutions of Schrödinger-Poisson· · · 1249

Proof. According to Proposition 3.4, for sufficiently large n and α ∈ (0,
√
α∞),

we have ∫
Sn

|un|qdx ≤ Cα

∫
Sn

e−αqσn(x)dx ≤ Cα

m∑
i=0

∫
Sn

e−αq|x−yi
n|dx

≤ Cα(m+ 1)

∫ +∞

rn
2 −1

e−αqrrn−1dr

≤ C1e
−α1|yn|.

Proposition 3.3. Under the conditions of Lemma 3.3, let (yn)n be the smallest
sequence, then there exist positive constants α0, C0 and a sequence (sn)n ⊂ (− 1

2 ,
1
2 )

such that for all n ∫
∂CSn,n

|∇un|2dσ ≤ C0e
−α0|yn|.

Proof. Firstly, we define φn ∈ C∞(R3, [0, 1]) satisfying
φn = 1 on S1,n,

supp(φn) ⊂ S2,n,

∆φn ≤ C, C ∈ R.

(3.5)

From the definition of un, it is easy to see that

−∆|un|+ a0|un| ≤ |un|p−1.

Consequently, ∫
S2,n

−∆|un||un|φndx ≤
∫
S2,n

(|un|p − a0|un|2)φndx.

On the other hand,∫
S2,n

−∆|un||un|φndx =

∫
S2,n

|∇un|2φndx+

∫
S2,n

(∇|un| · ∇φn)|un|dx

≥
∫
S1,n

|∇un|2dx+
1

2

∫
S2,n

(∇(|un|2) · ∇φn)dx

=

∫
S1,n

|∇un|2dx− 1

2

∫
S2,n

(∆φn)|un|2dx.

Using the fact that S2,n ⊂ Sn, (3.5) and Proposition 3.5 we have, for some positive
constants C1 and α0,∫

S1,n

|∇un|2dx ≤ 1

2

∫
S2,n

(∆φn)|un|2dx+

∫
S2,n

(|un|p − a0|un|2)φndx

≤ C

2

∫
Sn

|un|2dx+

∫
Sn

|un|pdx

≤ C1e
−α0|yn|,
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which leads us to∫ 1
2

− 1
2

sin θn

∫
∂Cs,n

|∇un|2dσds =
∫
S1,n

|∇un|2dx ≤ C1e
−α0|yn|.

Here θn denote the width angle of the cone Cn. Thus by using the integral mean
value theorem and the fact sin θn ≥ γ

m > 0 (see the end of Section 2), we get the
conclusion.

In the following, we denote the cone Csn,n which we obtained in Proposition 3.6

by C̃n for n ∈ N. And then we define

Dn = C̃n ∩Bρn(0).

According to Proposition 2.2, we know there exists a positive constant such that

|yn| − ρn ≤ C, which implies |yn|
2 + 1 < ρn and Dn ̸= ∅ for n sufficiently large.

Obviously, the boundary of Dn:

∂Dn = (∂Dn)i ∪ (∂Dn)e,

where (∂Dn)i = ∂C̃n ∩Bρn(0) and (∂Dn)e = C̃n ∩ ∂Bρn(0). Moreover we define

yn =
yn
|yn|

,

with (yn)n the smallest sequence of (un)n.

Lemma 3.3. Let a(x) satisfy (A1), (un)n be nontrivial solutions of (PBρn (0)
) such

that I(un) ≤ C. If (un)n is not relatively compact, then there holds the identity

1

2

∫
Dn

u2
n(∇a(x) · yn)dx−

∫
Dn

K(x)Φ(un)un(∇un · yn)dx

=
1

2

∫
∂Dn

(|∇un|2 + a(x)u2
n)(νn · yn)dσ −

∫
∂Dn

(∇un · νn)(∇un · yn)dσ

− 1

p

∫
∂Dn

|un|p(νn · yn)dσ

where νn denotes the unit outward normal to ∂Dn.

Proof. Since un weakly solves (PBρn (0)
), we know∫

Dn

(−∆un + a(x)un +K(x)Φ(un)un − |un|p−2un)(∇un · yn)dx = 0. (3.6)

According to Green’s identity we have∫
Dn

−∆un(∇un · yn)dx =

∫
Dn

(∇un · ∇(∇un · yn))dx

−
∫
∂Dn

(∇un · νn)(∇un · yn)dσ.

(3.7)

Using the divergence theorem and the fact that yn does not depend on x, we have∫
Dn

(∇un · ∇(∇un · yn))dx =
1

2

∫
Dn

(∇|∇un|2 · yn)dx

=
1

2

∫
Dn

div(|∇un|2yn)dx

=
1

2

∫
∂Dn

|∇un|2(yn · νn)dσ.

(3.8)
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Then taking (3.8) into (3.7) we get∫
Dn

−∆un(∇un · yn)dx =
1

2

∫
∂Dn

|∇un|2(yn · νn)dσ

−
∫
∂Dn

(∇un · νn)(∇un · yn)dσ.

(3.9)

From the divergence theorem again, it follows that∫
Dn

a(x)un(∇un · yn)dx =
1

2

∫
Dn

a(x)(∇(u2
n) · yn)dx

= −1

2

∫
Dn

u2
n(∇a(x) · yn)dx+

1

2

∫
Dn

div(a(x)u2
nyn)dx

= −1

2

∫
Dn

u2
n(∇a(x) · yn)dx+

1

2

∫
∂Dn

a(x)u2
n(yn · νn)dσ.

(3.10)

By the same reason, we can also deduce that∫
Dn

|un|p−2un(∇un · yn)dx =
1

p

∫
Dn

(∇|un|p · yn)dx =
1

p

∫
∂Dn

|un|p(yn · νn)dσ.

(3.11)
Thus the combination of (3.6), (3.9), (3.10) and (3.11) leads us to the conclusion.

The proofs of the following two lemmas are almost the same as that in [8] Lemma
4.2 and lemma 4.3, for the sake of completeness, we give the details.

Lemma 3.4. Let conditions (A1), (A3) hold and un be as in Lemma 3.7, then for
large n it follows ∫

Dn

u2
n(∇a(x) · yn)dx ≥ 1

2

∫
Dn

∂a(x)

∂x
u2
ndx.

Proof. Let (yn)τx denote the component of yn which lies in the hyperplane or-
thogonal to x and containing x. Using (A3), we have

(∇a(x) · yn) = (∇a(x) · (yn · x)x) + (∇τxa(x) · (yn)τx)

≥ ∂a

∂x
(x)(yn · x)− c̄

∂a

∂x
(x)|(yn)τx |

=
∂a

∂x
(x)[(yn · x)− c̄|(yn)τx |].

In order to show (yn · x) − c̄|(yn)τx | ≥ 1
2 in Dn, we firstly consider the case x ∈

B2Rn(yn). Then by the definition of Rn in Section 2, we know |x− yn| < γ|yn| for
x ∈ B2Rn(yn). Consequently,

(yn · x) =
( yn
|yn|

· yn + x− yn
|x|

)
≥ |yn| − |x− yn|

|x|
≥ |yn| − |x− yn|

|yn|+ |x− yn|
≥ 1− γ

1 + γ
.

On the other hand,

|(yn)τx | = min
λ∈R

|yn − λx| ≤ |yn − x

|yn|
| = |x− yn|

|yn|
< γ.
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Moreover, by homothety the above inequalities also hold for x in K (the cone of
vertex 0 generated by B2Rn(yn)). According to the fact that Dn ⊂ C̃n ⊂ K, we
deduce the two inequalities are also true for x ∈ Dn. Then from the choice of γ, it
follows that 1

4
1−γ
1+γ ≥ c̄γ and hence

(yn · x)− c̄|(yn)τx | ≥
1− γ

1 + γ
− c̄γ ≥ 3

4

1− γ

1 + γ
≥ 1

2
.

Lemma 3.5. Let (A1), (A3) hold and un be as in Lemma 3.7, then for large n we
have

1

4

∫
Dn

∂a(x)

∂x
u2
ndx−

∫
Dn

K(x)Φ(un)un(∇un · yn)dx

≤ 1

2

∫
(∂Dn)i

(|∇un|2 + a(x)u2
n)(νn · yn)dσ −

∫
(∂Dn)i

(∇un · νn)(∇un · yn)dσ

− 1

p

∫
(∂Dn)i

|un|p(νn · yn)dσ.

Proof. From Lemma 3.7 and Lemma 3.8, it follows that

1

4

∫
Dn

∂a(x)

∂x
u2
ndx−

∫
Dn

K(x)Φ(un)un(∇un · yn)dx

≤ 1

2

∫
∂Dn

(|∇un|2 + a(x)u2
n)(νn · yn)dσ −

∫
∂Dn

(∇un · νn)(∇un · yn)dσ

− 1

p

∫
∂Dn

|un|p(νn · yn)dσ.

Thus the only we need to show is that

1

2

∫
∂(Dn)e

(|∇un|2 + a(x)u2
n)(νn · yn)dσ −

∫
∂(Dn)e

(∇un · νn)(∇un · yn)dσ

− 1

p

∫
∂(Dn)e

|un|p(νn · yn)dσ ≤ 0.

In fact, since un solves (PBρn (0)
), we know that on ∂(Dn)e, un = 0 and ∇un

possesses the same direction as νn. So that, there hold∫
∂(Dn)e

a(x)u2
ndσ =

∫
∂(Dn)e

|un|p(νn · yn)dσ = 0

and

1

2

∫
∂(Dn)e

|∇un|2(νn · yn)dσ −
∫
∂(Dn)e

(∇un · νn)(∇un · yn)dσ

=− 1

2

∫
∂(Dn)e

|∇un|2(νn · yn)dσ ≤ 0.

Then we get the conclusion.
And now we can give
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Proposition 3.4. Under conditions (A1)− (A3) and (K), let (ρn)n be a sequence
such that ρn → +∞ as n → +∞ and (un)n be a sequence of nontrivial weak solution
of (PBρn (0)) satisfying I(un) ≤ C. Then (un)n is relatively compact in H1(R3).

Proof. Arguing indirectly, we suppose that (un)n is not relatively compact and
(yn)n is the smallest sequence. So that applying Lemma 3.9 we deduce, for large
n ∈ N

1

4

∫
Dn

∂a(x)

∂x
u2
ndx ≤1

2

∫
(∂Dn)i

(|∇un|2 + a(x)u2
n)(νn · yn)dσ

+

∫
Dn

K(x)Φ(un)un(∇un · yn)dx−
∫
(∂Dn)i

(∇un · νn)(∇un · yn)dσ

− 1

p

∫
(∂Dn)i

|un|p(νn · yn)dσ. (3.12)

Since (νn · yn) ≤ 0 on (∂Dn)i and a(x) ≥ a0 > 0, it follows that∫
(∂Dn)i

(|∇un|2 + a(x)u2
n)(νn · yn)dσ ≤ 0. (3.13)

According to (K) and the fact (un)n is bounded in H1(R3), there holds∫
Dn

K(x)Φ(un)un(∇un · yn)dx ≤ |K|∞,Dn |Φ(un)|6|un|3|∇un|2 ≤ Cβe
−β|yn|.

(3.14)
By the definition of C̃n, (∂Dn)i and Proposition 3.6, we know∣∣∣ ∫

(∂Dn)i

(∇un · νn)(∇un ·yn)dσ
∣∣∣ ≤ ∫

(∂Dn)i

|∇un|2dσ ≤
∫
∂C̃n

|∇un|2dσ≤C0e
−α0|yn|.

(3.15)
Moreover we claim that there holds∣∣∣ ∫

(∂Dn)i

|un|p(νn · yn)dσ
∣∣∣ ≤ C1e

−α1|yn| (3.16)

for some positive constants C1 and α1. If the claim is true, the combination of
(3.12)-(3.16) leads us to ∫

Dn

∂a(x)

∂x
u2
ndx ≤ ce−α|yn|, (3.17)

where c > 0 is a positive constant and α = min(β, α0, α1).

But on the other hand, let δn = 1
2 min0≤i ̸=j≤m(|yin − yjn|, Rn), then we have∫

Dn

∂a(x)

∂x
u2
ndx ≥

∫
Dn∩Bδn (yn)

∂a(x)

∂x
u2
ndx ≥ inf

Dn∩Bδn (yn)

∂a(x)

∂x

∫
Dn∩Bδn (yn)

u2
ndx.

Since Bδn(yn) ⊂ C̃n, we have

Dn ∩Bδn(yn) = (C̃n ∩Bρn(0)) ∩Bδn(yn) = Bρn(0) ∩Bδn(yn).



1254 X. Zhang, S. Ma & Q. Xie

Taking this into the above inequality and using the fact un ∈ H1
0 (Bρn(0)), we

deduce ∫
Dn

∂a(x)

∂x
u2
ndx ≥ inf

Dn∩Bδn (yn)

∂a(x)

∂x

∫
Dn∩Bδn (yn)

u2
ndx

≥ inf
Bδn (yn)

∂a(x)

∂x

∫
Bρn (0)∩Bδn (yn)

u2
ndx

= inf
Bδn (yn)

∂a(x)

∂x

∫
Bδn (yn)

u2
ndx.

(3.18)

Then, according to Proposition 2.2 and the definition of yn and δn, we know

lim inf
n→+∞

∫
Bδn (yn)

u2
ndx ≥ δ > 0. (3.19)

Thus, from (3.17), (3.18) and (3.19), we get for large n

δ inf
Bδn (yn)

∂a(x)

∂x
≤ ce−α|yn|,

which is a contradiction to (A2) since |x| ≤ 2|yn| for x ∈ Bδn(yn).
By now, the only we need to show is the claim (3.16). In fact, when n is

sufficiently large we have ∂C̃n ⊂ Sn. Taking account Proposition 3.4, we obtain∣∣∣ ∫
(∂Dn)i

|un|p(νn · yn)dσ
∣∣∣

≤
∫
∂C̃n

|un|pdσ ≤ Cα

∫
∂C̃n

e−pασn(x)dσ ≤ Cα

m∑
i=1

∫
∂C̃n

e−pα|x−yi
n|dσ.

(3.20)

For 1 ≤ k ∈ N and 1 ≤ i ≤ m, we define

Ak,i =
{
x ∈ ∂C̃n : 2k−1 rn

2
< |x− yin| ≤ 2k

rn
2

}
and denote by |Ak,i| the 2 dimensional measure of Ak,i. Then we have

|Ak,i| ≤ C(2k
rn
2
)2, 1 ≤ i ≤ m.

Consequently, ∫
∂C̃n

e−pα|x−yi
n|dσ ≤

∞∑
k=1

∫
Ak,i

e−pα2k−1 rn
2

≤ C

∞∑
k=1

e−pα2k−1 rn
2 (2k

rn
2
)2

≤ cαr
2
ne

−pα rn
2

∞∑
k=0

e−pα2k22k

≤ c′αe
−α1|yn|.

Taking this into (3.20), we can conclude our claim is true.
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4. Proof of The Main Result

In this section, we will show the existence of infinitely many solutions of (P).
Let (ρn)n be an increasing sequence such that ρn → +∞ as n → +∞ and we

consider the problem (PBρn (0)){
−∆u+ a(x)u+K(x)Φ(u)u = |u|p−2u, in Bρn(0),

u = 0, in R3 \Bρn(0).

Firstly, we are going to prove the existence of infinitely many solutions of problem
(PBρn (0)). It is clear that the corresponding functional of (PBρn (0))

In(u) =
1

2

∫
Bρn (0)

|∇u|2 + a(x)u2dx+
1

4

∫
Bρn (0)

K(x)Φ(u)u2dx− 1

p

∫
Bρn (0)

|u|pdx

is even and of class C2. Moreover, by setting

Jn(u) = ⟨I ′n(u), u⟩ =
∫
Bρn (0)

|∇u|2 + a(x)u2 +K(x)Φ(u)u2dx−
∫
Bρn (0)

|u|pdx,

the manifold Nn defined by

Nn = {u ∈ H1
0 (Bρn(0)) \ {0} : Jn(u) = 0}

possesses the following properties.

Lemma 4.1. Suppose (A1) and (K) hold, then we have

(1) In(u) ≥ τ > 0 for u ∈ Nn;

(2) Nn is a complete C1,1 manifold;

(3) Nn is a natural constraint, which means any critical point of In|Nn (In con-
strained on Nn) is actually a free critical point of In.

Proof. The proof of this lemma is easy and standard, so that we omit it here.

Consequently, we only need to find critical point of In|Nn . In order to do this,
we consider

Γn
k = {A ⊂ Nn : A is compact, A = −A, γ(A) ≥ k},

where γ(A) denotes the Krasnoselskii genus of A. Then according to Lemma 4.1
and the well known minimax principle (see [25]), we can conclude that

cnk = inf
A∈Γn

k

sup
u∈A

In(u)

are critical values of In|Nn and hence are critical values of In. Since ρn is increasing,
we know Γn+1

k ⊂ Γn
k which implies

cnk ≥ cn+1
k ≥ ... ≥ τ > 0.

And then we have



1256 X. Zhang, S. Ma & Q. Xie

Proposition 4.1. Under conditions (A1) and (K), let ck = limn→+∞ cnk , then
ck → +∞ as k → +∞.

In proving this proposition, we need to use a Morse index argument.

Definition 4.1. We call the augmented Morse index of a critical point u for a
functional J , the number (possibly +∞) of eigenvalues of J ′′(u) less or equal than
zero.

Easily to see, under condition (A1) and (K), the functionals I and In are of class
C2. So that the augmented Morse index for I and In are well defined, moreover we
have:

Lemma 4.2. Under conditions (A1) and (K), for any u ∈ H1(R3) which is a
critical point of I, the augmented Morse index of u for I is finite.

Proof. Arguing indirectly, we assume I ′′(u) possesses infinitely many eigenfunc-
tions vn, n ∈ N such that ∥vn∥ = 1, (vn, vm) = 0 for n ̸= m and

⟨I ′′(u)vn, vn⟩ ≤ 0, n ∈ N. (4.1)

On the other hand, by direct computation we have

⟨I ′′(u)vn, vn⟩ =
∫
R3

|∇vn|2 + a(x)v2ndx− (p− 1)

∫
R3

|u|p−2v2ndx+

∫
R3

K(x)Φ(u)v2n

+
1

2π

∫
R3

∫
R3

K(y)u(y)vn(y)

|x− y|
u(x)vn(x)dydx. (4.2)

Since there holds (K), we have∣∣∣ ∫
R3

K(y)

|x− y|
u(y)vn(y)dy

∣∣∣
≤|K|∞

(∫
B1(x)

u(y)vn(y)

|x− y|
dy +

∫
Bc

1(x)

u(y)vn(y)

|x− y|
dy

)
≤|K|∞

(
(

∫
B1(x)

1

|x− y|2
dy)1/2(

∫
B1(x)

u4dy)1/4(

∫
B1(x)

v4ndy)
1/4

+ (

∫
Bc

1(x)

1

|x− y|4
dy)1/4(

∫
Bc

1(x)

|u|8/3dy)3/8(
∫
Bc

1(x)

|vn|8/3dy)3/8
)

≤c|K|∞∥u∥.

Consequently, noting that vn ⇀ 0 in H1(R3),∫
R3

K(x)Φ(u)v2ndx+
1

2π

∫
R3

∫
R3

K(y)u(y)vn(y)

|x− y|
u(x)vn(x)dydx

− (p− 1)

∫
R3

|u|p−2v2ndx → 0

as n → +∞. Taking this into (4.2) and using (A1)

⟨I ′′(u)vn, vn⟩ =
∫
R3

|∇vn|2 + a(x)v2ndx+ o(1) ≥ min(1, a0) + o(1).

Thus, ⟨I ′′(u)vn, vn⟩ > 0 for n large enough, which contradicts to (4.1).
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And now, we can give the proof of Proposition 4.2.
Proof. [Proof of Proposition 4.2] Arguing by contradiction, we assume that ck →
c0 < +∞ as k → +∞. Then there exists a k0 such that for any k ≥ k0 we can find
nk > 0 satisfying

cnk < c0 + 1, for n ≥ nk.

Then according to [6] Chapter 2 Theorem 2.3, there exist critical point wk ∈
H1

0 (Bρnk
(0)) of Ink

such that
Ink

(wk) = cnk

k

and
iInk

(wk) ≥ k − 1 (4.3)

for k ≥ k0, where iInk
(wk) denote the augmented Morse index of wk.

Thus according to the construction, we have

c0 + 1 > cnk

k = Ink
(wk)−

1

p
⟨I ′nk

(wk), wk⟩ ≥ min(1, a0)∥wk∥2,

which implies that (wk)k is a bounded sequence in H1(R3). Then using Proposition
3.10, we deduce that wk → w in H1(R3). Obviously, w is a critical point of I. Due
to Lemma 4.4, iI(w) (the augmented Morse index of w as a critical point of I) is
well defined and finite. Consequently, there exist a finite dimensional subspace M
of H1(R3) and a positive constant δ > 0 such that

⟨I ′′(w)v, v⟩ ≥ δ∥v∥2, v ∈ M⊥. (4.4)

On the other hand, when k sufficiently large, we can always find vk ∈ M⊥ (see
(4.3)) such that ∥vk∥ = 1,

⟨I ′′nk
(wk)vk, vk⟩ ≤ 0. (4.5)

Since wk → w and I is of class C2, we have for k sufficiently large,

∥I ′′(wk)− I ′′(w)∥ <
δ

2
. (4.6)

Thus the combination of (4.4), (4.5) and (4.6) lead us to

δ = δ∥vk∥2 ≤ ⟨I ′′(w)vk, vk⟩ = ⟨(I ′′(w)− I ′′nk
(wk))vk, vk⟩+ ⟨I ′′nk

(wk)vk, vk⟩
≤ ∥I ′′(w)− I ′′nk

(wk)∥∥vk∥2

= ∥I ′′(w)− I ′′(wk)∥

<
δ

2
,

which is a contradiction. So that we get the conclusion.
By now, we are ready to finish the proof of the main result:

Proof of Theorem 1.1. According to the argument after Lemma 4.1, we know
cnk are critical values of In for k ∈ N and n ∈ N. So that there exist critical points
un
k of In such that

In(u
n
k ) = cnk ; ⟨I ′n(un

k ), u
n
k ⟩ = 0,

which implies for any k ∈ N, (un
k )n is a bounded sequence in H1(R3). Then ac-

cording to Proposition 3.10, (un
k )n is relatively compact and (up to a subsequence)

converges strongly in H1(R3) to some uk which satisfies

I(uk) = lim
n→+∞

cnk = ck and I ′(uk) = 0.

By proposition 4.2, we have ck → +∞ which leads us to the conclusion.
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