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#### Abstract

In this paper, we consider the existence of positive solutions for a class of nonlinear singular fractional differential systems with multi-orders. Our analysis relies on fixed point theorems on cones. Some sufficient conditions for the existence of at least one or two positive solutions for boundary value problem of nonlinear singular fractional differential systems with multi-orders are established. As an application, an example is presented to illustrate the main results.
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## 1. Introduction

Fractional calculus has been of great interest recently. It is caused both by the intensive development of the theory of fractional calculus itself and by the applications; see [11]. Recently, there have appeared a large number of papers dealing with the existence of solutions of nonlinear fractional differential equations by the use of techniques of nonlinear analysis; see $[2,3,13,15,17,18,20-22]$.

Yu et al. [17] examined the existence of positive solutions for the following problem

$$
\begin{gathered}
D_{0^{+}}^{\alpha} u(t)+f(t, u(t))=0, \quad 0<t<1, \\
u(0)=u(1)=u^{\prime}(0)=0,
\end{gathered}
$$

where $2<\alpha \leq 3$ is a real number, $f \in C([0,1] \times[0,+\infty),(0,+\infty))$ and $D_{0^{+}}^{\alpha}$ is the Riemann-Liouville fractional differentiation. By using the properties of the Green function, some existence criteria for one or two positive solutions for singular and nonsingular boundary value problems were obtained by means of the Krasnosel'skii fixed point theorem and a mixed monotone method.

Xu et al. [15] considered the existence of positive solutions for the following problem

$$
D_{0^{+}}^{\alpha} u(t)=f(t, u(t)), \quad 0<t<1
$$

[^0]$$
u(0)=u(1)=u^{\prime}(0)=u^{\prime}(1)=0
$$
where $3<\alpha \leq 4$ is a real number, $f \in C([0,1] \times[0,+\infty),(0,+\infty))$ and $D_{0^{+}}^{\alpha}$ is the Riemann-Liouville fractional differentiation. By using the properties of the Green function, some multiple positive solutions for singular and nonsingular boundary value problems were given by means of Leray-Schauder nonlinear alternative, a fixed point theorem on cones and a mixed monotone method.

On the other hand, the study of singular and nonsingular systems involving fractional differential equations is also important as such systems occur in various problems; see $[1,4,5,9,10,12,14,16,19]$.

Bai et al. [1] considered the existence of positive solutions of singular coupled system

$$
\begin{cases}D^{s} u=f(t, v), & 0<t<1 \\ D^{p} v=g(t, u), & 0<t<1\end{cases}
$$

where $0<s, p<1$, and $f, g:[0,1) \times[0,+\infty) \rightarrow[0,+\infty)$ are two given continuous functions, $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$ and $D^{s}, D^{p}$ are two standard Riemann-Liouville fractional derivatives. The existence results of positive solutions were established by a nonlinear alternative of Leray-Schauder type and Krasnosel'skii fixed point theorem on a cone.

Su [12] discussed a boundary value problem for a coupled differential system of fractional order

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)=f\left(t, v(t), D^{\mu} v(t)\right), \quad 0<t<1 \\
D^{\beta} v(t)=g\left(t, u(t), D^{\nu} u(t)\right), \quad 0<t<1 \\
u(0)=u(1)=v(0)=v(1)=0
\end{array}\right.
$$

where $1<\alpha, \beta \leq 2, \mu, \nu>0, \alpha-\nu \geq 1, \beta-\mu \geq 1, f, g:[0,1] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are given functions and $D$ is the standard Riemann-Liouville fractional derivative. By means of Schauder fixed point theorem, an existence result for the solution was obtained.

Zhao et al. [19] examined the existence of positive solutions for a coupled system of nonlinear differential equations of mixed fractional orders

$$
\begin{cases}-D_{0^{+}}^{\alpha} u(t)=f(t, v(t)), & 0<t<1  \tag{1.1}\\ D_{0^{+}}^{\beta} v(t)=g(t, u(t)), & 0<t<1 \\ u(0)=u(1)=u^{\prime}(0)=v(0)=v(1)=v^{\prime}(0)=v^{\prime}(1)=0\end{cases}
$$

where $2<\alpha \leq 3,3<\beta \leq 4, D_{0^{+}}^{\alpha}, D_{0^{+}}^{\beta}$ are the standard Riemann-Liouville fractional derivative, and $f, g:[0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ are given continuous functions, $f(t, 0) \equiv 0, g(t, 0) \equiv 0$. Their analysis relied on fixed point theorems on cones. Some sufficient conditions for the existence of at least one or two positive solutions for the boundary value problem were established.

From the above works, we can see a fact, although the coupled systems of fractional boundary value problems have been investigated by some authors, the singular coupled systems due to multi-order fractional orders are seldom considered. On the one hand, the orders $\alpha$ and $\beta$ of the nonlinear singular fractional differential systems witch are considered in the existing papers belong to the same interval $(n, n+1]\left(n \in \mathbb{N}^{+}\right)$. On the other hand, in Remark $3.2([19])$, conditions $f(t, 0) \equiv 0$ and $g(t, 0) \equiv 0$ are too strong for the boundary value problem (1.1). Therefore, we
will give some new existence criteria for the boundary value problem (1.1) without conditions $f(t, 0) \equiv 0$ and $g(t, 0) \equiv 0$ in this paper. Our results in this paper improve some known results in [19].

Motivated by all the works above, in this paper we investigate the existence of positive solutions for the boundary value problem (1.1) of the nonlinear singular fractional systems with multi-orders, where $f, g:(0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ are continuous, and $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$ (that is, $f$ and $g$ are singular at $t=0$ ). Our analysis relies on fixed point theorems on cones. Some sufficient conditions for the existence of at least one or two positive solutions for boundary value problem of the nonlinear singular fractional systems with multiorders are established. Finally, we present an example to demonstrate our results.

The plan of the paper is as follows. In Section 2, we shall give some definitions and lemmas to prove our main results. In Section 3, using Leray-Schauder nonlinear alternative theorem and Guo-Krasnosel'skii fixed point theorem, we obtain some new existence criteria for boundary value problem (1.1) of nonlinear singular fractional systems with multi-orders. Section 4 gives an illustrative example to support our new results, which is followed by a brief conclusion in Section 5.

## 2. Preliminaries

For the convenience of readers, we give some background materials from fractional calculus theory to facilitate analysis of the problem (1.1). These materials can be found in the recent literatures; see $[6-8,15,17]$.

Definition 2.1 ([8]). The Riemann-Liouville fractional derivative of order $\alpha>0$ of a continuous function $f:(0,+\infty) \rightarrow \mathbb{R}$ is given by

$$
D_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t} \frac{f(s)}{(t-s)^{\alpha-n+1}} d s
$$

where $n=[\alpha]+1,[\alpha]$ denotes the integer part of number $\alpha$, provided that the right side is pointwise defined on $(0,+\infty)$.

Definition 2.2 ( [8]). The Riemann-Liouville fractional integral of order $\alpha>0$ of a function $f:(0,+\infty) \rightarrow \mathbb{R}$ is given by

$$
I_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s
$$

provided that the right side is pointwise defined on $(0,+\infty)$.
From the definition of the Riemann-Liouville derivative, we can obtain the following statements.

Lemma 2.1 ( [8]). Let $\alpha>0$. If we assume $u \in C(0,1) \cap L(0,1)$, then the fractional differential equation

$$
D_{0^{+}}^{\alpha} u(t)=0
$$

has $u(t)=c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}, c_{i} \in \mathbb{R}, i=1,2, \cdots, n$, as unique solutions, where $n$ is the smallest integer greater than or equals to $\alpha$.

Lemma 2.2 ( $[8])$. Assume that $u \in C(0,1) \cap L(0,1)$ with a fractional derivative of order $\alpha>0$ that belongs to $C(0,1) \cap L(0,1)$. Then
$I_{0^{+}}^{\alpha} D_{0^{+}}^{\alpha} u(t)=u(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}$, for some $c_{i} \in \mathbb{R}, i=1,2, \cdots, n$, where $n$ is the smallest integer greater than or equals to $\alpha$.

In the following, we present the Green's function for the boundary value problem of fractional differential equations.

Lemma 2.3 ( [17]). Let $h_{1} \in C[0,1]$ and $2<\alpha \leq 3$. The unique solution of the problem

$$
\begin{gather*}
-D_{0+}^{\alpha} u(t)=h_{1}(t), \quad 0<t<1,  \tag{2.1}\\
u(0)=u(1)=u^{\prime}(0)=0 \tag{2.2}
\end{gather*}
$$

is

$$
u(t)=\int_{0}^{1} G_{1}(t, s) h_{1}(s) d s
$$

where

$$
G_{1}(t, s)= \begin{cases}\frac{t^{\alpha-1}(1-s)^{\alpha-1}-(t-s)^{\alpha-1}}{\Gamma(\alpha)}, & 0 \leq s \leq t \leq 1  \tag{2.3}\\ \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)}, & 0 \leq t \leq s \leq 1\end{cases}
$$

here $G_{1}(t, s)$ is called the Green's function of the boundary value problem (2.1) and (2.2).

Lemma 2.4 ( [17]). The function $G_{1}(t, s)$ defined by (2.3) satisfies the following conditions:
(A1) $G_{1}(t, s)=G_{1}(1-s, 1-t), \quad$ for $t, s \in(0,1)$;
(A2) $t^{\alpha-1}(1-t) s(1-s)^{\alpha-1} \leq \Gamma(\alpha) G_{1}(t, s) \leq(\alpha-1) s(1-s)^{\alpha-1}, \quad$ for $t, s \in(0,1)$;
(A3) $G_{1}(t, s)>0, \quad$ for $t, s \in(0,1)$;
$(A 4) t^{\alpha-1}(1-t) s(1-s)^{\alpha-1} \leq \Gamma(\alpha) G_{1}(t, s) \leq(\alpha-1)(1-t) t^{\alpha-1}, \quad$ for $t, s \in(0,1)$.
Remark 2.1. Let $q_{1}(t)=t^{\alpha-1}(1-t), k_{1}(s)=s(1-s)^{\alpha-1}$. Then

$$
q_{1}(t) k_{1}(s) \leq \Gamma(\alpha) G_{1}(t, s) \leq(\alpha-1) k_{1}(s)
$$

Lemma 2.5 ( [15]). Let $h_{2} \in C[0,1]$ and $3<\beta \leq 4$. The unique solution of the problem

$$
\begin{gather*}
D_{0^{+}}^{\beta} u(t)=h_{2}(t), \quad 0<t<1  \tag{2.4}\\
u(0)=u(1)=u^{\prime}(0)=u^{\prime}(1)=0 \tag{2.5}
\end{gather*}
$$

is

$$
u(t)=\int_{0}^{1} G_{2}(t, s) h_{2}(s) d s
$$

where

$$
G_{2}(t, s)= \begin{cases}\frac{(t-s)^{\beta-1}+(1-s)^{\beta-2} t^{\beta-2}[(s-t)+(\beta-2)(1-t) s]}{\Gamma(\beta)}, & 0 \leq s \leq t \leq 1  \tag{2.6}\\ \frac{t^{\beta-2}(1-s)^{\beta-2}[(s-t)+(\beta-2)(1-t) s]}{\Gamma(\beta)}, & 0 \leq t \leq s \leq 1\end{cases}
$$

here $G_{2}(t, s)$ is called the Green's function of the boundary value problem (2.4) and (2.5).

Lemma 2.6 ( [15]). The function $G_{2}(t, s)$ defined by (2.6) satisfies the following conditions:
(B1) $G_{2}(t, s)=G_{2}(1-s, 1-t), \quad$ for $t, s \in(0,1)$;
(B2) $(\beta-2) t^{\beta-2}(1-t)^{2} s^{2}(1-s)^{\beta-2} \leq \Gamma(\beta) G_{2}(t, s) \leq M_{0} s^{2}(1-s)^{\beta-2}, \quad$ for $t, s \in$ $(0,1)$;
(B3) $G_{2}(t, s)>0, \quad$ for $t, s \in(0,1)$;
(B4) $(\beta-2) s^{2}(1-s)^{\beta-2} t^{\beta-2}(1-t)^{2} \leq \Gamma(\beta) G_{2}(t, s) \leq M_{0} t^{\beta-2}(1-t)^{2}, \quad$ for $t, s \in$ $(0,1)$,
here $M_{0}=\max \left\{\beta-1,(\beta-2)^{2}\right\}$.
Remark 2.2. Let $q_{2}(t)=t^{\beta-2}(1-t)^{2}, k_{2}(s)=s^{2}(1-s)^{\beta-2}$. Then

$$
(\beta-2) q_{2}(t) k_{2}(s) \leq \Gamma(\beta) G_{2}(t, s) \leq M_{0} k_{2}(s)
$$

The following two lemmas are fundamental in the proofs of our main results.
Lemma 2.7 ( [7]). Let $E$ be a Banach space, and let $P \subset E$ be a cone in $E$. Assume $\Omega_{1}, \Omega_{2}$ are open subsets of $E$ with $0 \in \Omega_{1} \subset \bar{\Omega}_{1} \subset \Omega_{2}$, and let $S: P \rightarrow P$ be a completely continuous operator such that, either
(D1) $\|S w\| \leq\|w\|, w \in P \cap \partial \Omega_{1},\|S w\| \geq\|w\|, w \in P \cap \partial \Omega_{2}$, or
(D2) $\|S w\| \geq\|w\|, w \in P \cap \partial \Omega_{1},\|S w\| \leq\|w\|, w \in P \cap \partial \Omega_{2}$.
Then $S$ has a fixed point in $P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.
Lemma 2.8 ([6]). Let $E$ be a Banach space with $C \subset E$ close and convex. Assume $U$ is a relatively open subset of $C$ with $0 \in U$ and $A: \bar{U} \rightarrow C$ is a continuous compact map. Then either
(E1) A has a fixed point in $U$; or
(E2) there exists a $u \in \partial U$, and $a \lambda \in(0,1)$ with $u=\lambda A u$.

## 3. Main Results

In this section, we establish some new existence results for the boundary value problem (1.1) of the nonlinear singular fractional systems with multi-orders.

Consider the following coupled system of integral equations:

$$
\left\{\begin{array}{l}
u(t)=\int_{0}^{1} G_{1}(t, s) f(s, v(s)) d s  \tag{3.1}\\
v(t)=\int_{0}^{1} G_{2}(t, s) g(s, u(s)) d s
\end{array}\right.
$$

Lemma 3.1. Let $0<\sigma_{1}<1,2<\alpha \leq 3, F_{1}:(0,1] \rightarrow \mathbb{R}$ be continuous and $\lim _{t \rightarrow 0^{+}} F_{1}(t)=\infty$. Suppose that $t^{\sigma_{1}} F_{1}(t)$ is continuous function on $[0,1]$. Then the function

$$
H_{1}(t)=\int_{0}^{1} G_{1}(t, s) F_{1}(s) d s
$$

is continuous on $[0,1]$.

Proof. By the continuity of $t^{\sigma_{1}} F_{1}(t)$ and $H_{1}(t)=\int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s$. It is easily to check that $H_{1}(0)=0$. The proof is divided into three cases:

Case 1: $t_{0}=0, \forall t \in(0,1]$.
Since $t^{\sigma_{1}} F_{1}(t)$ is continuous in $[0,1]$, there exists a constant $M>0$, such that $\left|t^{\sigma_{1}} F_{1}(t)\right| \leq M$, for $t \in[0,1]$. Hence,

$$
\begin{aligned}
& \left|H_{1}(t)-H_{1}(0)\right| \\
= & \left|\int_{0}^{1} G_{1}(t, s) F_{1}(s) d s\right|=\left|\int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right| \\
= & \left\lvert\, \int_{0}^{t} \frac{t^{\alpha-1}(1-s)^{\alpha-1}-(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right. \\
& \left.+\int_{t}^{1} \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s \right\rvert\, \\
= & \left\lvert\, \int_{0}^{1} \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right. \\
& \left.-\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s \right\rvert\, \\
\leq & \left|\int_{0}^{1} \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right| \\
& +\left|\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right| \\
\leq & M \int_{0}^{1} \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} d s+M \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} d s \\
= & \frac{M t^{\alpha-1}}{\Gamma(\alpha)} B\left(1-\sigma_{1}, \alpha\right)+\frac{M t^{\alpha-\sigma_{1}}}{\Gamma(\alpha)} B\left(1-\sigma_{1}, \alpha\right) \\
= & \frac{M \Gamma\left(1-\sigma_{1}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)}\left(t^{\alpha-1}+t^{\alpha-\sigma_{1}}\right) \rightarrow 0 \quad(\text { as } t \rightarrow 0) .
\end{aligned}
$$

where $B(\cdot, \cdot)$ denotes the beta function.
Case 2: $t_{0} \in(0,1), \forall t \in\left(t_{0}, 1\right]$.

$$
\begin{aligned}
& \left|H_{1}(t)-H_{1}\left(t_{0}\right)\right| \\
= & \left|\int_{0}^{1} G_{1}(t, s) F_{1}(s) d s-\int_{0}^{1} G_{1}\left(t_{0}, s\right) F_{1}(s) d s\right| \\
= & \left|\int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s-\int_{0}^{1} G_{1}\left(t_{0}, s\right) s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right| \\
= & \left\lvert\, \int_{0}^{t} \frac{t^{\alpha-1}(1-s)^{\alpha-1}-(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right. \\
& +\int_{t}^{1} \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s \\
& -\int_{t_{0}}^{1} \frac{t_{0}^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\int_{0}^{t_{0}} \frac{t_{0}^{\alpha-1}(1-s)^{\alpha-1}-\left(t_{0}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s \right\rvert\, \\
= & \left\lvert\, \int_{0}^{1} \frac{t^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s-\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right. \\
& \left.-\int_{0}^{1} \frac{t_{0}^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s+\int_{0}^{t_{0}} \frac{\left(t_{0}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s \right\rvert\, \\
= & \left\lvert\, \int_{0}^{1} \frac{\left(t^{\alpha-1}-t_{0}^{\alpha-1}\right)(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s-\int_{t_{0}}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s\right. \\
& \left.-\int_{0}^{t_{0}} \frac{(t-s)^{\alpha-1}-\left(t_{0}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} F_{1}(s) d s \right\rvert\, \\
\leq & \frac{M\left(t^{\alpha-1}-t_{0}^{\alpha-1}\right)}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} s^{-\sigma_{1}} d s+\frac{M}{\Gamma(\alpha)} \int_{t_{0}}^{t}(t-s)^{\alpha-1} s^{-\sigma_{1}} d s \\
& +\frac{M}{\Gamma(\alpha)} \int_{0}^{t_{0}}\left[(t-s)^{\alpha-1}-\left(t_{0}-s\right)^{\alpha-1}\right] s^{-\sigma_{1}} d s \\
= & \frac{M\left(t^{\alpha-1}-t_{0}^{\alpha-1}\right)}{\Gamma(\alpha)} B\left(1-\sigma_{1}, \alpha\right)+\frac{M\left(t^{\alpha-\sigma_{1}}-t_{0}^{\alpha-\sigma_{1}}\right)}{\Gamma(\alpha)} B\left(1-\sigma_{1}, \alpha\right) \\
= & \frac{M \Gamma\left(1-\sigma_{1}\right)\left(t^{\alpha-1}-t_{0}^{\alpha-1}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)}+\frac{M \Gamma\left(1-\sigma_{1}\right)\left(t^{\alpha-\sigma_{1}}-t_{0}^{\alpha-\sigma_{1}}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)} \\
= & \frac{M \Gamma\left(1-\sigma_{1}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)}\left(t^{\alpha-1}-t_{0}^{\alpha-1}+t^{\alpha-\sigma_{1}}-t_{0}^{\alpha-\sigma_{1}}\right) \rightarrow 0 \quad\left(\text { as } t \rightarrow t_{0}\right) .
\end{aligned}
$$

Case 3: $t_{0} \in(0,1], \forall t \in\left[0, t_{0}\right)$. The proof is similar to that of Case 2, so we omit it.

The proof is completed.
Lemma 3.2. Let $0<\sigma_{2}<1,3<\beta \leq 4, F_{2}:(0,1] \rightarrow \mathbb{R}$ be continuous and $\lim _{t \rightarrow 0^{+}} F_{2}(t)=\infty$. Suppose that $t^{\sigma_{2}} F_{2}(t)$ is continuous function on $[0,1]$. Then the function

$$
H_{2}(t)=\int_{0}^{1} G_{2}(t, s) F_{2}(s) d s
$$

is continuous on $[0,1]$.
Proof. This proof is similar to that of Lemma 3.1, so is omitted.
Lemma 3.3. Let $2<\alpha \leq 3,3<\beta \leq 4$, and $f, g:(0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ be continuous functions satisfying $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$. Assume that $0<\sigma_{1}, \sigma_{2}<1$, and $t^{\sigma_{1}} f(t, y)$ and $t^{\sigma_{2}} g(t, y)$ are two continuous functions on $[0,1] \times[0,+\infty)$. Then system (1.1) is equivalent to system (3.1).
Proof. This proof is similar to that of Lemma 2.2 in [1], so is omitted.
Let $E=X \times X$. Define the cone $P \subset E$ by

$$
P=\{(u, v) \in E: u(t) \geq 0, v(t) \geq 0, t \in[0,1]\}
$$

By Lemma 3.3, let $T: P \rightarrow E$ be the operator defined as in Section 3,

$$
\begin{aligned}
T(u, v)(t) & =\left(\int_{0}^{1} G_{1}(t, s) f(s, v(s)) d s, \int_{0}^{1} G_{2}(t, s) g(s, u(s)) d s\right) \\
& =:\left(T_{1} v(t), T_{2} u(t)\right), \quad t \in I
\end{aligned}
$$

Lemma 3.4. Let $2<\alpha \leq 3,3<\beta \leq 4$, and $f, g:(0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ be continuous functions satisfying $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$. Assume that $0<\sigma_{1}, \sigma_{2}<1$, and $t^{\sigma_{1}} f(t, y)$ and $t^{\sigma_{2}} g(t, y)$ are two continuous functions on $[0,1] \times[0,+\infty)$. Then the operator $T: P \rightarrow P$ is completely continuous.

Proof. For each $(u, v) \in P$, we have that $u, v \in P_{1}=\{y \in X: y(t) \geq 0, t \in$ $[0,1]\}$. Since $T_{1} v(t)=\int_{0}^{1} G_{1}(t, s) f(s, v(s)) d s$. By Lemma 3.1 and the fact that $f, G_{1}(t, s)$ are nonnegative, we have $T_{1}: P_{1} \rightarrow P_{1}$.

For any given $v_{0} \in P$ with $\left\|v_{0}\right\|=C_{0}$, if $v \in P_{1}$ and $\left\|v-v_{0}\right\|<1$, then $\|v\|<1+C_{0}=C$. By the continuity of $t^{\sigma_{1}} f(t, v)$, we know that $t^{\sigma_{1}} f(t, v)$ is uniformly continuous on $[0,1] \times[0, C]$.

Thus, $\forall \epsilon>0$, there exists $\delta>0(\delta<1)$, such that $\left|t^{\sigma_{1}} f\left(t, v_{2}\right)-t^{\sigma_{1}} f\left(t, v_{1}\right)\right|<\epsilon$, for all $t \in[0,1]$, and $v_{1}, v_{2} \in[0, C]$ with $\left\|v_{2}-v_{1}\right\|<\delta$. Obviously, if $\left\|v-v_{0}\right\|<\delta$, then $v(t), v_{0}(t) \in[0, C]$ and $\left|v(t)-v_{0}(t)\right|<\delta$, for all $t \in[0,1]$. Hence, for all $t \in[0,1], v \in P_{1}$, with $\left\|v-v_{0}\right\|<\delta$.

$$
\begin{equation*}
\left|t^{\sigma_{1}} f(t, v(t))-t^{\sigma_{1}} f\left(t, v_{0}(t)\right)\right|<\epsilon . \tag{3.2}
\end{equation*}
$$

It follows from (3.2) that

$$
\begin{aligned}
\left\|T_{1} v-T_{1} v_{0}\right\| & =\max _{0 \leq t \leq 1}\left|T_{1} v(t)-T_{1} v_{0}(t)\right| \\
& \leq \max _{0 \leq t \leq 1} \int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}}\left|s^{\sigma_{1}} f(s, v(s))-s^{\sigma_{1}} f\left(s, v_{0}(s)\right)\right| d s \\
& <\epsilon \int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} d s \\
& \leq \epsilon \int_{0}^{1} \frac{(\alpha-1) k_{1}(s)}{\Gamma(\alpha)} s^{-\sigma_{1}} d s \\
& \leq \frac{\epsilon(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} s^{1-\sigma_{1}} d s \\
& =\frac{\epsilon(\alpha-1)}{\Gamma(\alpha)} B\left(2-\sigma_{1}, \alpha\right)=\frac{\epsilon(\alpha-1) \Gamma(2-\sigma)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}
\end{aligned}
$$

By the arbitrariness of $v_{0}, T_{1}: P_{1} \rightarrow P_{1}$ is continuous. Similarly, by Lemma 3.2, we have

$$
\begin{aligned}
\left\|T_{2} u-T_{2} u_{0}\right\| & \leq \max _{0 \leq t \leq 1} \int_{0}^{1} G_{2}(t, s) s^{-\sigma_{2}}\left|s^{\sigma_{2}} g(s, u(s))-s^{\sigma_{2}} g\left(s, u_{0}(s)\right)\right| d s \\
& =\frac{\epsilon M_{0}}{\Gamma(\beta)} B\left(3-\sigma_{2}, \beta-1\right)
\end{aligned}
$$

Then, $T_{2}: P_{2} \rightarrow P_{2}$ is continuous. That is, we get the the operator $T: P \rightarrow P$ is continuous.

Let $M \subset P$ be bounded, i.e., there exists a positive constant $b$ such that $\|(u, v)\| \leq b, \forall(u, v) \in M$. Since $t^{\sigma_{1}} f(t, y)$ and $t^{\sigma_{2}} g(t, y)$ are continuous in $[0,1] \times[0,+\infty)$, let

$$
L=\max _{0 \leq t \leq 1,(u, v) \in M}\left\{t^{\sigma_{1}} f(t, v(t)), t^{\sigma_{2}} g(t, u(t))\right\}+1 .
$$

For each $(u, v) \in M$, then we have

$$
\begin{aligned}
\left|T_{1} v(t)\right| & \leq \int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}}\left|s^{\sigma_{1}} f(s, v(s))\right| d s \\
& \leq L \int_{0}^{1} \frac{(\alpha-1) k_{1}(s)}{\Gamma(\alpha)} s^{-\sigma_{1}} d s=\frac{L(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}
\end{aligned}
$$

Thus,

$$
\left\|T_{1} v\right\|=\max _{0 \leq t \leq 1}\left|T_{1} v(t)\right| \leq \frac{L(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}
$$

Similarly, we have

$$
\left\|T_{2} u\right\|=\max _{0 \leq t \leq 1}\left|T_{2} u(t)\right| \leq \frac{L M_{0}}{\Gamma(\beta)} B\left(3-\sigma_{2}, \beta-1\right)
$$

So,

$$
\begin{aligned}
\|T(u, v)\| & =\max \left\{\left\|T_{1} v\right\|,\left\|T_{2} u\right\|\right\} \\
& \leq \max \left\{\frac{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}, \frac{M_{0}}{\Gamma(\beta)} B\left(3-\sigma_{2}, \beta-1\right)\right\} L
\end{aligned}
$$

Hence, $T(M)$ is bounded.
In the following, we proof that $T$ is equicontinuous. In fact, $\forall \epsilon>0$, let

$$
\delta<\min \left\{\frac{1}{2}, \frac{\epsilon \Gamma\left(1+\alpha-\sigma_{1}\right)}{16 L \Gamma\left(1-\sigma_{1}\right)}, \delta_{1}\right\}
$$

where

$$
\begin{aligned}
& \delta_{1}<\min \left\{\frac{\epsilon \Gamma(\beta-1)}{12 L B\left(2-\sigma_{2}, \beta-1\right)}, \frac{\epsilon \Gamma(\beta)}{48 L B\left(1-\sigma_{2}, \beta\right)}\right. \\
&\left.\frac{\epsilon \Gamma(\beta)}{24 L\left[B\left(1-\sigma_{2}, \beta-1\right)+(\beta-2) B\left(2-\sigma_{2}, \beta-1\right)\right]}\right\}
\end{aligned}
$$

Then, for $\forall(u, v) \in M, t_{1}, t_{2} \in[0,1]$, with $t_{1}<t_{2}$, for $0<t_{2}-t_{1}<\delta$, we have

$$
\begin{aligned}
& \left|T_{1} v\left(t_{2}\right)-T_{1} v\left(t_{1}\right)\right| \\
= & \left|\int_{0}^{1} G_{1}\left(t_{2}, s\right) f(s, v(s)) d s-\int_{0}^{1} G_{1}\left(t_{1}, s\right) f(s, v(s)) d s\right| \\
= & \left|\int_{0}^{1}\left[G_{1}\left(t_{2}, s\right)-G_{1}\left(t_{1}, s\right)\right] s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s\right| \\
= & \left\lvert\, \int_{0}^{t_{2}} \frac{t_{2}^{\alpha-1}(1-s)^{\alpha-1}-\left(t_{2}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s\right. \\
& +\int_{t_{2}}^{1} \frac{t_{2}^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& -\int_{t_{1}}^{1} \frac{t_{1}^{\alpha-1}(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& \left.-\int_{0}^{t_{1}} \frac{t_{1}^{\alpha-1}(1-s)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \right\rvert\,
\end{aligned}
$$

$$
\begin{aligned}
= & \left\lvert\, \int_{0}^{1} \frac{\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)(1-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s\right. \\
& -\int_{t_{1}}^{t_{2}} \frac{\left(t_{2}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& \left.-\int_{0}^{t_{1}} \frac{\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}}{\Gamma(\alpha)} s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \right\rvert\, \\
\leq & \frac{L\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} s^{-\sigma_{1}} d s+\frac{L}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} s^{-\sigma_{1}} d s \\
& +\frac{L}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left[\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right] s^{-\sigma_{1}} d s \\
= & \frac{L\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\Gamma(\alpha)} B\left(1-\sigma_{1}, \alpha\right)+\frac{L\left(t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}}\right)}{\Gamma(\alpha)} B\left(1-\sigma_{1}, \alpha\right) \\
= & \frac{L \Gamma\left(1-\sigma_{1}\right)\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)}+\frac{L \Gamma\left(1-\sigma_{1}\right)\left(t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)} \\
= & \frac{L \Gamma\left(1-\sigma_{1}\right)}{\Gamma\left(1+\alpha-\sigma_{1}\right)}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}+t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}}\right) .
\end{aligned}
$$

In order to estimate $t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}}$, and $t_{2}^{\alpha-1}-t_{1}^{\alpha-1}$, we can apply a method used in [2]. In the following, we divide the proof into three cases.

Case 1: $0 \leq t_{1}<\delta, t_{2}<2 \delta$.

$$
\begin{gathered}
t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}} \leq t_{2}^{\alpha-\sigma_{1}}<(2 \delta)^{\alpha-\sigma_{1}} \leq 2^{\alpha-\sigma_{1}} \delta<8 \delta, \\
t_{2}^{\alpha-1}-t_{1}^{\alpha-1} \leq t_{2}^{\alpha-1}<(2 \delta)^{\alpha-1} \leq 2^{\alpha-1} \delta<4 \delta
\end{gathered}
$$

Case 2: $0<t_{1}<t_{2} \leq \delta$.

$$
\begin{gathered}
t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}} \leq t_{2}^{\alpha-\sigma_{1}}<\delta^{\alpha-\sigma_{1}} \leq\left(\alpha-\sigma_{1}\right) \delta<8 \delta, \\
t_{2}^{\alpha-1}-t_{1}^{\alpha-1} \leq t_{2}^{\alpha-1}<\delta^{\alpha-1} \leq(\alpha-1) \delta<4 \delta
\end{gathered}
$$

Case 3: $\delta \leq t_{1}<t_{2} \leq 1$.

$$
\begin{aligned}
t_{2}^{\alpha-\sigma_{1}}-t_{1}^{\alpha-\sigma_{1}} & \leq\left(\alpha-\sigma_{1}\right) \delta<8 \delta \\
t_{2}^{\alpha-1}-t_{1}^{\alpha-1} & \leq(\alpha-1) \delta<4 \delta
\end{aligned}
$$

Thus, we obtain

$$
\left|T_{1} v\left(t_{2}\right)-T_{1} v\left(t_{1}\right)\right|<\frac{\epsilon}{2}+\frac{\epsilon}{4}=\frac{3 \epsilon}{4}<\epsilon
$$

Similarly, we get

$$
\begin{aligned}
& \left|T_{2} u\left(t_{2}\right)-T_{2} u\left(t_{1}\right)\right| \\
= & \frac{L\left(t_{2}^{\beta-2}-t_{1}^{\beta-2}\right)}{\Gamma(\beta-1)} B\left(2-\sigma_{2}, \beta-1\right) \\
& +\frac{L\left(t_{2}^{\beta-1}-t_{1}^{\beta-1}\right)}{\Gamma(\beta)}\left[B\left(1-\sigma_{2}, \beta-1\right)+(\beta-2) B\left(2-\sigma_{2}, \beta-1\right)\right] \\
& +\frac{L t_{2}^{\beta-\sigma_{2}}}{\Gamma(\beta)} B\left(1-\sigma_{2}, \beta\right)-\frac{L t_{1}^{\beta-\sigma_{2}}}{\Gamma(\beta)} B\left(1-\sigma_{2}, \beta\right) .
\end{aligned}
$$

We can prove that if $t_{1}, t_{2} \in[0,1]$ are such that $0<t_{2}-t_{1}<\delta$, then we have

$$
\left|T_{2} u\left(t_{2}\right)-T_{2} u\left(t_{1}\right)\right|<\epsilon
$$

Hence, for the Euclidean distance $d$ on $\mathbb{R}^{2}$, we have that if $t_{1}, t_{2} \in[0,1]$ are such that $0<t_{2}-t_{1}<\delta$, then

$$
d\left(T(u, v)\left(t_{2}\right), T(u, v)\left(t_{1}\right)\right)=\sqrt{\left(T_{1} v\left(t_{2}\right)-T_{1} v\left(t_{1}\right)\right)^{2}+\left(T_{2} u\left(t_{2}\right)-T_{2} u\left(t_{1}\right)\right)^{2}}<\sqrt{2} \epsilon
$$

Therefore, $T(M)$ is equicontinuous. By means of the Arzela-Ascoli theorem, $\overline{T(M)}$ is compact. Thus, the operator $T: P \rightarrow P$ is completely continuous. This completes the proof.

Theorem 3.1. Let $2<\alpha \leq 3,3<\beta \leq 4$, and $f, g:(0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ be continuous functions satisfying $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$. Let $0<\sigma_{1}, \sigma_{2}<1$, and $t^{\sigma_{1}} f(t, y)$ and $t^{\sigma_{2}} g(t, y)$ are two continuous functions on $[0,1] \times[0,+\infty)$. Assume that there exist two positive constants $\rho, \mu$ with

$$
\rho>\max \left\{\frac{\alpha-1}{n_{1} l_{1}}, \frac{M_{0} B\left(3-\sigma_{2}, \beta-1\right)}{(\beta-2) n_{2} l_{2}}\right\} \mu
$$

where

$$
\begin{aligned}
& n_{1}=\int_{\frac{1}{4}}^{\frac{3}{4}}(1-s)^{\alpha-1} s^{1-\sigma_{1}} d s, l_{1}=\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} q_{1}(t), \\
& n_{2}=\int_{\frac{1}{4}}^{\frac{3}{4}}(1-s)^{\beta-2} s^{2-\sigma_{2}} d s, l_{2}=\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} q_{2}(t),
\end{aligned}
$$

such that
$\left(H_{7}\right) t^{\sigma_{1}} f(t, \omega) \leq \rho \frac{\Gamma\left(2+\alpha-\sigma_{1}\right)}{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}$ and $t^{\sigma_{2}} g(t, \omega) \leq \rho \frac{\Gamma(\beta)}{M_{0} B\left(3-\sigma_{2}, \beta-1\right)}, \quad$ for $(t, \omega) \in$ $[0,1] \times[0, \rho]$;
$\left(H_{8}\right) t^{\sigma_{1}} f(t, \omega) \geq \mu \frac{\Gamma(\alpha)}{n_{1} l_{1}}$ and $t^{\sigma_{2}} g(t, \omega) \geq \mu \frac{\Gamma(\beta)}{(\beta-2) n_{2} l_{2}}, \quad$ for $(t, \omega) \in[0,1] \times[0, \mu]$.

Then the boundary value problem (1.1) has at least one positive solution.
Proof. From Lemma 3.4, we have $T: P \rightarrow P$ is completely continuous. By assumptions of the theorem, we have

$$
\rho>\max \left\{\frac{\alpha-1}{n_{1} l_{1}}, \frac{M_{0} B\left(3-\sigma_{2}, \beta-1\right)}{(\beta-2) n_{2} l_{2}}\right\} \mu>\mu
$$

We divide the proof into the following two steps.
Step1: Let $\Omega_{1}=\{(u, v) \in P:\|(u, v)\|<\mu\}$. For $(u, v) \in P \cap \partial \Omega_{1}$, we have
$0 \leq u(t) \leq \mu, 0 \leq v(t) \leq \mu, \forall t \in[0,1]$. It follows from $\left(H_{8}\right)$ that

$$
\begin{aligned}
T_{1} v(t) & =\int_{0}^{1} G_{1}(t, s) f(s, v(s)) d s \\
& =\int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& \geq \int_{\frac{1}{4}}^{\frac{3}{4}} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& \geq \mu \frac{\Gamma(\alpha)}{n_{1} l_{1}} \int_{\frac{1}{4}}^{\frac{3}{4}} \frac{q_{1}(t) k_{1}(s)}{\Gamma(\alpha)} s^{-\sigma_{1}} d s \\
& \geq \mu \frac{\Gamma(\alpha)}{n_{1} l_{1}} \frac{1}{\Gamma(\alpha)} \min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} q_{1}(t) \int_{\frac{1}{4}}^{\frac{3}{4}}(1-s)^{\alpha-1} s^{1-\sigma_{1}} d s \\
& =\mu
\end{aligned}
$$

and

$$
\begin{aligned}
T_{2} u(t) & =\int_{0}^{1} G_{2}(t, s) g(s, u(s)) d s \\
& =\int_{0}^{1} G_{2}(t, s) s^{-\sigma_{2}} s^{\sigma_{2}} g(s, u(s)) d s \\
& \geq \int_{\frac{1}{4}}^{\frac{3}{4}} G_{2}(t, s) s^{-\sigma_{2}} s^{\sigma_{2}} g(s, u(s)) d s \\
& \geq \mu \frac{\Gamma(\beta)}{(\beta-2) n_{2} l_{2}} \int_{\frac{1}{4}}^{\frac{3}{4}} \frac{(\beta-2) q_{2}(t) k_{2}(s)}{\Gamma(\beta)} s^{-\sigma_{2}} d s \\
& \geq \mu \frac{\Gamma(\beta)}{(\beta-2) n_{2} l_{2}} \frac{\beta-2}{\Gamma(\beta)} \min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} q_{2}(t) \int_{\frac{1}{4}}^{\frac{3}{4}}(1-s)^{\beta-2} s^{2-\sigma_{2}} d s \\
& =\mu
\end{aligned}
$$

Hence,

$$
\|T(u, v)\| \geq \mu=\|(u, v)\|, \quad \text { for }(u, v) \in P \cap \partial \Omega_{1}
$$

Step 2: Let $\Omega_{2}=\{(u, v) \in P:\|(u, v)\|<\rho\}$. For $(u, v) \in P \cap \partial \Omega_{2}$, we have $0 \leq u(t) \leq \rho, 0 \leq v(t) \leq \rho, \forall t \in[0,1]$. By assumption $\left(H_{7}\right)$,

$$
\begin{aligned}
T_{1} v(t) & =\int_{0}^{1} G_{1}(t, s) f(s, v(s)) d s \\
& =\int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& \leq \rho \frac{\Gamma\left(2+\alpha-\sigma_{1}\right)}{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)} \int_{0}^{1} \frac{(\alpha-1) k_{1}(s)}{\Gamma(\alpha)} s^{-\sigma_{1}} d s \\
& =\rho \frac{\Gamma\left(2+\alpha-\sigma_{1}\right)}{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)} \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} s^{1-\sigma_{1}} d s \\
& =\rho
\end{aligned}
$$

and

$$
\begin{aligned}
T_{2} u(t) & =\int_{0}^{1} G_{2}(t, s) g(s, u(s)) d s \\
& =\int_{0}^{1} G_{2}(t, s) s^{-\sigma_{2}} s^{\sigma_{2}} g(s, u(s)) d s \\
& \leq \rho \frac{\Gamma(\beta)}{M_{0} B\left(3-\sigma_{2}, \beta-1\right)} \int_{0}^{1} \frac{M_{0}}{\Gamma(\beta)} k_{2}(s) s^{-\sigma_{2}} d s \\
& =\rho \frac{\Gamma(\beta)}{M_{0} B\left(3-\sigma_{2}, \beta-1\right)} \frac{M_{0}}{\Gamma(\beta)} \int_{0}^{1}(1-s)^{\beta-2} s^{2-\sigma_{2}} d s \\
& =\rho
\end{aligned}
$$

Thus,

$$
\|T(u, v)\| \leq \rho=\|(u, v)\|, \quad \text { for }(u, v) \in P \cap \partial \Omega_{2}
$$

Therefore, by Lemma 2.7 and 3.3, we complete the proof.
Theorem 3.2. Let $2<\alpha \leq 3,3<\beta \leq 4$, and $f, g:(0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ be continuous functions satisfying $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$. Let $0<\sigma_{1}, \sigma_{2}<1$, and $t^{\sigma_{1}} f(t, y)$ and $t^{\sigma_{2}} g(t, y)$ are two continuous functions on $[0,1] \times[0,+\infty)$. Assume that the following conditions are satisfied:
$\left(H_{9}\right)$ there exist two continuous, nondecreasing function $\varphi, \psi:[0,+\infty) \rightarrow(0, \infty)$ with $t^{\sigma_{1}} f(t, \omega) \leq \varphi(\omega)$ and $t^{\sigma_{2}} g(t, \omega) \leq \psi(\omega)$, for $(t, \omega) \in[0,1] \times[0,+\infty)$;
$\left(H_{10}\right)$ there exists $r>0$, with

$$
\frac{r}{\max \{\varphi(r), \psi(r)\}}>\max \left\{\frac{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}, \frac{M_{0} B\left(3-\sigma_{2}, \beta-1\right)}{\Gamma(\beta)}\right\}
$$

Then the boundary value problem (1.1) has one positive solution.
Proof. Let $U=\{(u, v) \in P:\|(u, v)\|<r\}$, we have $U \subset P$. From Lemma 3.4, we know $A: \bar{U} \rightarrow P$ is completely continuous. If there exists $(u, v) \in \partial U, \lambda \in(0,1)$ such that

$$
\begin{equation*}
(u, v)=\lambda T(u, v) \tag{3.3}
\end{equation*}
$$

By $\left(H_{9}\right)$ and (3.3), for $t \in[0,1]$, then we have

$$
\begin{aligned}
u(t) & =\lambda T_{1} v(t)=\lambda \int_{0}^{1} G_{1}(t, s) f(s, v(s)) d s \\
& \leq \int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} s^{\sigma_{1}} f(s, v(s)) d s \\
& \leq \int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} \varphi(v(s)) d s \\
& \leq \varphi(\|v\|) \int_{0}^{1} G_{1}(t, s) s^{-\sigma_{1}} d s \\
& \leq \varphi(\|v\|) \int_{0}^{1} \frac{(\alpha-1) k_{1}(s)}{\Gamma(\alpha)} s^{-\sigma_{1}} d s \\
& =\varphi(\|v\|) \frac{\alpha-1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} s^{1-\sigma_{1}} d s
\end{aligned}
$$

$$
\begin{aligned}
& =\varphi(\|v\|) \frac{\alpha-1}{\Gamma(\alpha)} B\left(2-\sigma_{1}, \alpha\right) \\
& =\varphi(\|v\|) \frac{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)} \\
& \leq \varphi(\|(u, v)\|) \frac{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
\|u\| \leq \varphi(\|(u, v)\|) \frac{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)} \tag{3.4}
\end{equation*}
$$

Similarly, we have

$$
\begin{aligned}
v(t) & =\lambda T_{2} u(t)=\lambda \int_{0}^{1} G_{2}(t, s) g(s, u(s)) d s \\
& \leq \int_{0}^{1} G_{2}(t, s) s^{-\sigma_{2}} s^{\sigma_{2}} g(s, u(s)) d s \leq \int_{0}^{1} G_{2}(t, s) s^{-\sigma_{2}} \psi(u(s)) d s \\
& \leq \psi(\|u\|) \int_{0}^{1} G_{2}(t, s) s^{-\sigma_{2}} d s \leq \psi(\|u\|) \int_{0}^{1} \frac{M_{0}}{\Gamma(\beta)} k(s) s^{-\sigma_{2}} d s \\
& =\psi(\|u\|) \frac{M_{0}}{\Gamma(\beta)} \int_{0}^{1}(1-s)^{\beta-2} s^{2-\sigma_{2}} d s=\psi(\|u\|) \frac{M_{0}}{\Gamma(\beta)} B\left(3-\sigma_{2}, \beta-1\right) \\
& \leq \psi(\|(u, v)\|) \frac{M_{0}}{\Gamma(\beta)} B\left(3-\sigma_{2}, \beta-1\right)
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\|v\| \leq \psi(\|(u, v)\|) \frac{M_{0} B\left(3-\sigma_{2}, \beta-1\right)}{\Gamma(\beta)} \tag{3.5}
\end{equation*}
$$

Combine (3.4) and (3.5), we obtain

$$
\begin{equation*}
\frac{\|(u, v)\|}{\max \{\varphi(\|(u, v)\|), \psi(\|(u, v)\|)\}} \leq \max \left\{\frac{(\alpha-1) \Gamma\left(2-\sigma_{1}\right)}{\Gamma\left(2+\alpha-\sigma_{1}\right)}, \frac{M_{0} B\left(3-\sigma_{2}, \beta-1\right)}{\Gamma(\beta)}\right\} \tag{3.6}
\end{equation*}
$$

Combining $\left(H_{10}\right)$ and (3.6), then we have $\|(u, v)\| \neq r$, which is a contradiction with $(u, v) \in \partial U$. According to Lemma 2.8, $T$ has a fixed point $(u, v) \in \bar{U}$. Therefore, the boundary value problem (1.1) has a positive solution.

## 4. Example

In this section, as an application, an example is given to illustrate the main results.
Example 4.1. Consider the following singular nonlinear fractional differential equations boundary value problem

$$
\left\{\begin{array}{lc}
-D_{0^{+}}^{\frac{5}{2}} u(t)=\frac{\left(t-\frac{1}{2}\right)^{2} \ln (2+v(t))}{\sqrt{t}}, & 0<t<1  \tag{4.1}\\
D_{0^{+}}^{\frac{7}{2}} v(t)=\frac{\left(t-\frac{1}{2}\right)^{2} \ln (2+u(t))}{\sqrt{t}}, & 0<t<1 \\
u(0)=u(1)=u^{\prime}(0)=v(0)=v(1)=v^{\prime}(0)=v^{\prime}(1)=0
\end{array}\right.
$$

In this case, $f(t, v)=\left(\left(t-\frac{1}{2}\right)^{2} \ln (2+v(t))\right) / \sqrt{t}, g(t, u)=\left(\left(t-\frac{1}{2}\right)^{2} \ln (2+\right.$ $u(t))) / \sqrt{t}$,for $(t, v),(t, u) \in(0,1] \times[0,+\infty)$. Note that $f, g$ is continuous in $(0,1] \times$ $[0,+\infty)$ and $\lim _{t \rightarrow 0^{+}} f(t, \cdot)=+\infty, \lim _{t \rightarrow 0^{+}} g(t, \cdot)=+\infty$. Choosing $\sigma_{1}=\sigma_{2}=1 / 2$ and $\varphi(\omega)=\psi(\omega)=\ln (2+\omega)$, then we have
$\sqrt{t} \frac{\left(t-\frac{1}{2}\right)^{2} \ln (2+\omega)}{\sqrt{t}}=\left(t-\frac{1}{2}\right)^{2} \ln (2+\omega) \leq \ln (2+\omega)$, for $(t, \omega) \in[0,1] \times[0,+\infty)$.
Also $\varphi, \psi:[0,+\infty) \rightarrow(0, \infty)$ are two continuous, nondecreasing functions, so the condition $\left(H_{9}\right)$ in Theorem 3.2 holds. Next, set $r=1$, then the condition $\left(H_{10}\right)$ in Theorem 3.3 holds. Therefore, the boundary value problem (4.1) has one positive solution.

## 5. Conclusion

In this paper, we have considered existence of positive solutions for a class of the boundary value problem of the nonlinear singular fractional differential systems with multi-orders. Some sufficient conditions for the existence of positive solutions for the boundary value problem of the nonlinear singular differential systems with multiorders have been established by Leray-Schauder nonlinear alternative theorem and Guo-Krasnosel'skii fixed point theorem. The main results have been well illustrated with the help of examples.
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