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Abstract In this paper, a compact finite difference scheme with global con-
vergence order O(τ2 + h4) is derived for fourth-order fractional sub-diffusion
equations subject to Neumann boundary conditions. The difficulty caused by
the fourth-order derivative and Neumann boundary conditions is carefully han-
dled. The stability and convergence of the proposed scheme are studied by the
energy method. Theoretical results are supported by numerical experiments.
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1. Introduction

In the last few decades, fractional calculus, the subject of differentiation and integra-
tion with arbitrary order, has been extensively studied. For more details, we refer
readers to [10, 12, 16]. Fractional differential equations (FDEs) have been applied
in many physical and engineering problems. To simulate and model these systems,
solving the FDEs is necessary. The exact solutions of FDEs are not available un-
der most circumstances. Therefore, effective numerical techniques for solving FDEs
become necessary and important.

We review briefly here some works that are related to our current study. In
[19], Sun and Wu constructed a difference scheme to solve the fractional diffusion-
wave equation, which has been proved to be unconditionally stable. Based on the
Grünwald-Letnikov approximation, Yuste and Acedo [25] constructed an explicit
difference scheme for fractional diffusion equations, and investigated the stability
using the von Neumann method. By the finite difference method in time and the
Legendre spectral method in space, a high order efficient scheme was established
in [13]. Zhuang et al. [27] investigated the stability and convergence of an im-
plicit numerical method for the anomalous sub-diffusion equation by the energy
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method. A compact finite difference scheme for this equation was then presented
by Cui in [2], where the local truncation error and the stability were studied by the
Fourier method. By a transformation of this problem, Gao and Sun [4] proposed a
high order scheme to improve the temporal convergence order. Compared with the
Dirichlet boundary conditions, the spatial approximation is different between the
boundary and interior points for the Neumann boundary conditions, thus the dis-
cretization must be dealt with more carefully to match the global accuracy. Based
on [4], Ren et al. established a compact scheme for fractional diffusion equations
with Neumann boundary conditions in [17]. By using the weighted and shifted
Grünwald difference operator, Wang and Vong established schemes with O(τ2+h4)
convergence order in [24], then the method was applied to solve fractional diffusion-
wave equations with Neumann boundary conditions [22]. Lately, in [1], Alikhanov
proposed a new numerical differentiation formula, called the L2-1σ formula, to ap-
proximate the Caputo fractional derivative at a special point. The L2-1σ formula
has been extensively used in the literature, see [3, 5, 14,20,21].

All the results mentioned above concern with equations having second-order
space derivatives. However, in some practical applications, the problem must
be modeled by fourth-order space derivatives, such as the modeling formation of
grooves on a flat surface ( [15,18]) and the propagation of intense laser beams in a
bulk medium with Kerr nonlinearity ( [9]). In this paper, we study the high order
finite difference method for the following fourth-order fractional problem:

C
0 D

α
t u(x, t) +

∂4u(x, t)

∂x4
+ qu(x, t) = f(x, t), 0 < x < L, 0 < t ≤ T, (1.1)

subject to the initial conditions

u(x, 0) = ϕ(x), 0 < x < L, (1.2)

and the Neumann boundary conditions

∂u(0, t)

∂x
= β0(t),

∂u(L, t)

∂x
= β1(t),

∂3u(0, t)

∂x3
= γ0(t),

∂3u(L, t)

∂x3
= γ1(t), 0 ≤ t ≤ T,

(1.3)
where q is a positive constant,

C
0 D

α
t u(x, t) =

1

Γ(1− α)

∫ t

0

∂u(x, s)

∂s

ds

(t− s)α

is the Caputo fractional derivative of order α ∈ (0, 1) with Γ(·) being the gamma
function. FDEs with fourth-order space derivatives were also studied in [6–8,23,26],
but the boundary conditions under consideration are different from the one studied
in this paper.

This paper is organized as follows. A high order compact scheme is proposed
in the next section by using discretization formulas developed in [1]and [17]. The
stability and convergence of the compact scheme are analyzed in Section 3. In
Section 4, numerical experiments are carried out to justify the theoretical results.
The article ends with a brief conclusion.
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2. The proposed compact finite difference scheme

In order to derive a high order compact scheme for (1.1)–(1.3), we first introduce
an equivalent form of the problem. Let

v(x, t) =
∂2u(x, t)

∂x2
.

Equations (1.1)–(1.3) can then be transformed into

C
0 D

α
t u(x, t) +

∂2v(x, t)

∂x2
+ qu(x, t) = f(x, t), 0 < x < L, 0 < t ≤ T, (2.1)

v(x, t) =
∂2u(x, t)

∂x2
, 0 < x < L, 0 < t ≤ T. (2.2)

u(x, 0) = ϕ(x), 0 < x < L, (2.3)

∂u(0, t)

∂x
= β0(t),

∂u(L, t)

∂x
= β1(t),

∂v(0, t)

∂x
= γ0(t),

∂v(L, t)

∂x
= γ1(t), 0 ≤ t ≤ T.

(2.4)

To propose a compact scheme for (2.1)–(2.4), we let h = L
M and τ = T

N be the
spatial and temporal step sizes respectively, where M and N are two given positive
integers. For i = 0, 1, . . . ,M, n = 0, 1, . . . , N , denote xi = ih, tn = nτ . For a grid
function u = {ui|0 ≤ i ≤ M}, we introduce the following notations:

δxui− 1
2
= 1

h (ui − ui−1),

δ2xui =


2
hδxu 1

2
, i = 0,

1
h (δxui+ 1

2
− δxui− 1

2
), 1 ≤ i ≤ M − 1,

− 2
hδxuM− 1

2
, i = M,

Hui =


1
6 (5u0 + u1), i = 0,

1
12 (ui−1 + 10ui + ui+1), 1 ≤ i ≤ M − 1,

1
6 (uM−1 + 5uM ), i = M.

For any grid function u, v, we further denote the following discrete inner products
and norms:

(u, v) = h
(

1
2u0v0 +

M−1∑
i=1

uivi +
1
2uMvM

)
,

⟨u, v⟩ = h
M−1∑
i=0

δxui+ 1
2
δxvi+ 1

2
, ∥u∥2 = (u, u).

We then present a sequence {ckm} defined in [1], which will be used later. Let
0 < α < 1, σ = 1− α

2 , and

a0 = σ1−α, al = (l + σ)1−α − (l − 1 + σ)1−α, l ≥ 1,

bl =
1

2− α
[(l + σ)2−α − (l − 1 + σ)2−α]− 1

2
[(l + σ)1−α − (l − 1 + σ)1−α], l ≥ 1.
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For k = 0, ck0 = a0. For k ≥ 1,

ckm =


a0 + b1, m = 0,

am + bm+1 − bm, 1 ≤ m ≤ k − 1,

ak − bk, m = k.

The discretization in temporal direction is based on the following lemma in [1].

Lemma 2.1. Suppose u(t) ∈ C3[0, T ]. Then

C
0 D

α
t u(tk+σ)−∆α

t u(tk+σ) = O(τ3−α),

where ∆α
t u(tk+σ) =

1

ταΓ(2− α)

k∑
s=0

ck−s[u(ts+1)− u(ts)].

The following two lemmas give theoretical support for truncation error of the
proposed scheme.

Lemma 2.2 ( [17]). Denote ζ(s) = (1− s)3[5− 3(1− s)2].

(I) If g(x) ∈ C6[x0, x1], then we have[5
6
g′′(x0) +

1

6
g′′(x1)

]
− 2

h

[g(x1)− g(x0)

h
− g′(x0)

]
= −h

6
g′′′(x0) +

h3

90
g(5)(x0) +

h4

180

∫ 1

0

g(6)(x0 + sh)ζ(s)ds.

(II) If g(x) ∈ C6[xM−1, xM ], then we get[1
6
g′′(xM−1) +

5

6
g′′(xM )

]
− 2

h

[
g′(xM )− g(xM )− g(xM−1)

h

]
=

h

6
g′′′(xM )− h3

90
g(5)(xM ) +

h4

180

∫ 1

0

g(6)(xM − sh)ζ(s)ds.

(III) If g(x) ∈ C6[xi−1, xi+1], 1 ≤ i ≤ M − 1, then it holds that

1

12
[g′′(xi−1) + 10g′′(xi) + g′′(xi+1)]−

1

h2
[g(xi−1)− 2g(xi) + g(xi+1)]

=
h4

360

∫ 1

0

[g(6)(xi − sh) + g(6)(xi + sh)]ζ(s)ds.

We follow the idea in [17] to derive our scheme. Differentiating equation (2.1)
with respect to x and letting x → 0+, one can obtain, by using the boundary
condition (2.4),

∂3v(0, t)

∂x3
= −

[
C
0 D

α
t β0(t) + qβ0(t)− fx(0, t)

]
. (2.5)

Meanwhile, differentiating equation (2.1) three times with respect to x yields

C
0 D

α
t

∂3u(x, t)

∂x3
+

∂5v(x, t)

∂x5
+ q

∂3u(x, t)

∂x3
= fxxx(x, t). (2.6)
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Then, differentiate equation (2.2) with respect to x, we get

∂v(x, t)

∂x
=

∂3u(x, t)

∂x3
. (2.7)

Once again, letting x → 0+ in (2.6) and (2.7), noticing (2.4) again, we can achieve

∂5v(0, t)

∂x5
= −

[
C
0 D

α
t γ0(t) + qγ0(t)− fxxx(0, t)

]
. (2.8)

We note that similar expressions hold at the other end of the boundary.

Furthermore, suppose u(t) ∈ C3[0, T ], by the Taylor expansion, it holds that

u(tn+σ) = σu(tn+1) + (1− σ)u(tn) +O(τ2).

Denote u(σk+1) = σu(tk+1)+ (1−σ)u(tk), based on Lemma 2.1 and Lemma 2.2, we
propose the following scheme for the problem (2.1)–(2.4):

H∆α
t u

n+σ
0 +

2

h
[δxv

(σn+1)
1
2

− γ0(tn+σ)]

+
h

6

[
C
0 D

α
t β0(tn+σ) + qβ0(tn+σ)− fx(0, tn+σ)

]
(2.9)

− h3

90

[
C
0 D

α
t γ0(tn+σ) + qγ0(tn+σ)− fxxx(0, tn+σ)

]
+ qHu

(σn+1)
0 = Hfn+σ

0 ,

H∆α
t u

n+σ
i + δ2xv

(σn+1)
i + qHu

(σn+1)
i = Hfn+σ

i , 1 ≤ i ≤ M − 1, (2.10)

H∆α
t u

n+σ
M +

2

h
[γ1(tn+σ)− δxv

(σn+1)

M− 1
2

]

− h

6

[
C
0 D

α
t β1(tn+σ) + qβ1(tn+σ)− fx(L, tn+σ)

]
(2.11)

+
h3

90

[
C
0 D

α
t γ1(tn+σ) + qγ1(tn+σ)− fxxx(L, tn+σ)

]
+ qHu

(σn+1)
M = Hfn+σ

M ,

Hv
(σn+1)
0 =

2

h
[δxu

(σn+1)
1
2

− β0(tn+σ)]−
h

6
γ0(tn+σ)

− h3

90

[
C
0 D

α
t β0(tn+σ) + qβ0(tn+σ)− fx(0, tn+σ)

]
, (2.12)

Hv
(σn+1)
i = δ2xu

(σn+1)
i , 1 ≤ i ≤ M − 1, (2.13)

Hv
(σn+1)
M =

2

h
[β1(tn+σ)− δxu

(σn+1)

M− 1
2

] +
h

6
γ1(tn+σ)

+
h3

90

[
C
0 D

α
t β1(tn+σ) + qβ1(tn+σ)− fx(L, tn+σ)

]
, (2.14)

u0
i = ϕ(xi), 0 ≤ i ≤ M, (2.15)

where 0 ≤ n ≤ N−1. One can easily check that our proposed scheme has truncation
error equal to O(τ2 + h4).
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3. Stability and convergence of the compact scheme

In this section, the stability and convergence of the compact scheme are studied.
To begin, we introduce some lemmas, which play a vital role in stability and con-
vergence analysis.

Lemma 3.1 ( [11]). Let u be a grid function, then it holds that

5

12
∥u∥2 ≤ ∥Hu∥2 ≤ ∥u∥2.

Lemma 3.2. For any grid function u, v, we have

(δ2xv,Hu) = (δ2xu,Hv).

Proof. When 1 ≤ i ≤ M − 1, noticing that

Hui = (1 +
h2

12
δ2x)ui,

we then have

(δ2xv,Hu)− (δ2xu,Hv)

= h
(1
2
δ2xv0Hu0 +

M−1∑
i=1

δ2xviHui +
1

2
δ2xvMHuM

)
−h

(1
2
δ2xu0Hv0 +

M−1∑
i=1

δ2xuiHvi +
1

2
δ2xuMHvM

)
= h

(1
2
δ2xv0Hu0 +

M−1∑
i=1

δ2xviui +
1

2
δ2xvMHuM

)
−h

(1
2
δ2xu0Hv0 +

M−1∑
i=1

δ2xuivi +
1

2
δ2xuMHvM

)
= δxv 1

2

(5
6
u0 +

1

6
u1

)
− h

M∑
i=1

δxvi− 1
2
δxui− 1

2
− δxv 1

2
u0 + δxvM− 1

2
uM

−δxvM− 1
2

(5
6
uM +

1

6
uM−1

)
− δxu 1

2

(5
6
v0 +

1

6
v1

)
+ h

M∑
i=1

δxvi− 1
2
δxui− 1

2

+δxu 1
2
v0 − δxuM− 1

2
vM + δxuM− 1

2

(
5
6vM + 1

6vM−1

)
=

1

6h
δxu 1

2
δxv 1

2
+

1

6h
δxuM− 1

2
δxvM− 1

2
− 1

6h
δxu 1

2
δxv 1

2
− 1

6h
δxuM− 1

2
δxvM− 1

2

= 0.

Lemma 3.3 ( [1]). Suppose that u is a grid function, σ = 1 − α
2 , α ∈ (0, 1). We

have the following inequality

[σuk+1 + (1− σ)uk]∆α
t u

k+σ ≥ 1

2
∆γ

t [(u
k+σ)2].

Lemma 3.4 ( [1]). For any α ∈ (0, 1) and ckm(0 ≤ m ≤ k, k ≥ 1) defined in (2), it
holds that
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(i) ckm ≥ 1−α
2 (m+ σ)−α,

(ii) ck0 > ck1 > ck2 > · · · > ckk,

where σ = 1− α
2 .

We now turn to the stability of the scheme.

Lemma 3.5. Suppose that {un
i } and {vni } be the solution of the following difference

scheme

H∆α
t u

n+σ
i + δ2xv

(σn+1)
i + qHu

(σn+1)
i = Pn+σ

i , 0 ≤ i ≤ M, 0 ≤ n ≤ N − 1, (3.1)

Hv
(σn+1)
i = δ2xu

(σn+1)
i +Qn+σ

i , 0 ≤ i ≤ M, 0 ≤ n ≤ N − 1, (3.2)

u0
i = ϕ(xi), 0 ≤ i ≤ M.

Then we have

∥Hun∥2 ≤ ∥Hu0∥2 + TαΓ(1− α)
(1
q
∥Pn+σ∥2 + ∥Qn+σ∥2

)
, 1 ≤ n ≤ N.

Proof. Taking the inner product of (3.1) and (3.2) with Hu(σn+1) and Hv(σn+1),
respectively, we then have

(Hu(σn+1),H∆α
t u

n+σ) + (Hu(σn+1), δ2xv
(σn+1)) + q(Hu(σn+1),Hu(σn+1))

=(Hu(σn+1), Pn+σ), (3.3)

and

(Hv(σn+1),Hv(σn+1)) = (Hv(σn+1), δ2xu
(σn+1)) + (Hv(σn+1), Qn+σ). (3.4)

Adding (3.3) and (3.4), by Lemma 3.2 and Lemma 3.3, we get

1
2∆

α
t ∥Hun+σ∥2 + ∥Hv(σn+1)∥2 + q∥Hu(σn+1)∥2

≤ (Hu(σn+1), Pn+σ) + (Hv(σn+1), Qn+σ).

Using Cauchy-Schwarz inequality, we obtain

∆α
t ∥Hun+σ∥2 ≤ 1

2q
∥Pn+σ∥2 + 1

2
∥Qn+σ∥2.

Multiplying the result by ταΓ(2− α), it follows that

cn+1
0 ∥Hun+1∥2 ≤

n∑
k=1

(cn+1
n−k − cn+1

n−k+1)∥Huk∥2 + cn+1
n ∥Hu0∥2

+ταΓ(2− α)
(

1
2q∥P

n+σ∥2 + 1
2∥Q

n+σ∥2
)
.

From Lemma 3.4,

cn+1
n ≥ 1− α

2
(n+ σ)−α =

1− α

2
(n+ 1− α

2
)−α,

which gives

2cn+1
n TαΓ(1− α) ≥ Tα(1− α)Γ(1− α)(n+ 1− α

2 )
−α

≥ TαΓ(2− α)N−α = ταΓ(2− α),
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where n ≤ N − 1.
So

cn+1
0 ∥Hun+1∥2 ≤

n∑
k=1

(cn+1
n−k − cn+1

n−k+1)∥Huk∥2

+cn+1
n

[
∥Hu0∥2 + TαΓ(1− α)

(1
q
∥Pn+σ∥2 + ∥Qn+σ∥2

)]
,

the desired result then follows by the induction.
From Lemma 3.5, we can conclude the following stability statement.

Theorem 3.1. The compact finite difference scheme (2.9)–(2.15) is unconditionally
stable.

With all the preparation, we can now give the convergence result of the scheme.

Theorem 3.2. Assume that u(x, t) ∈ C8,3
x,t ([0, L] × [0, T ]) is the solution of (2.1)–

(2.4) and un = [un
0 , u

n
1 , . . . , u

n
M ]T , vn = [vn0 , v

n
1 , . . . , v

n
M ]T , 0 ≤ n ≤ N , is the

solution of the finite difference scheme (2.9)–(2.15), respectively. Denote

eni = u(xi, tn)− un
i , ϵni = v(xi, tn)− vni , 0 ≤ i ≤ M, 0 ≤ n ≤ N.

Then there exists a positive constant c such that

∥en∥ ≤ c(τ2 + h4), 0 ≤ n ≤ N.

Proof. We can easily get the following error equation

H∆α
t e

n+σ
i + δ2xϵ

(σn+1)
i + qHe

(σn+1)
i = Rn+σ

i , 0 ≤ i ≤ M, 0 ≤ n ≤ N − 1,

Hϵ
(σn+1)
i = δ2xe

(σn+1)
i + Sn+σ

i , 0 ≤ i ≤ M, 0 ≤ n ≤ N − 1,

e0i = 0, 0 ≤ i ≤ M,

where Rn+σ
i = O(τ2 + h4), Sn+σ

i = O(h4).
According to Lemma 3.5, we have

(Hen,Hen) ≤ TαΓ(1− α)
(1
q
∥Rn+σ∥2 + ∥Sn+σ∥2

)
.

It is easy to get the conclusion with Lemma 3.1.

4. Numerical experiments

In this section, we carry out numerical experiments for the proposed compact finite
difference scheme to illustrate our theoretical statements. All our tests were done
in MATLAB. The L2 norm errors between the exact and the numerical solutions

E2(h, τ) = max
0≤n≤N

∥en∥,

are shown in the following tables. Furthermore, the temporal convergence order,
denoted by

Rate1 = log2

(
E2(h, 2τ)

E2(h, τ)

)
,
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for sufficiently small h, and the spatial convergence order, denoted by

Rate2 = log2

(
E2(2h, τ)

E2(h, τ)

)
,

when τ is sufficiently small, are reported.

Example 4.1. We consider the following problem:

C
0 D

α
t u(x, t) +

∂4u(x, t)

∂x4
+ u(x, t) =

Γ(α+ 3)

2
cos(πx)t2 + (1 + π4) cos(πx)t2+α,

0 < x < 1, 0 < t ≤ 1,

u(x, 0) = 0, 0 < x < 1,

∂u(0,t)
∂x = ∂u(L,t)

∂x = ∂3u(0,t)
∂x3 = ∂3u(L,t)

∂x3 = 0, 0 ≤ t ≤ 1.

The exact solution for this problem is u(x, t) = cos(πx)t2+α.

The convergence order in temporal direction with h = 1
100 is reported in Table 1,

while in Table 2, the convergence order in spatial direction with τ = 1
10000 , α = 0.5 is

listed. The convergence orders of the numerical results match that of the theoretical
ones.

Table 1. Numerical convergence orders in temporal direction with h = 1
100 .

τ α = 0.2 α = 0.5 α = 0.8
E2(h, τ) Rate1 E2(h, τ) Rate1 E2(h, τ) Rate1

1/10 8.3624e-4 ∗ 2.4694e-3 ∗ 4.2637e-3 ∗
1/20 2.0960e-4 1.9963 6.1976e-4 1.9944 1.0684e-3 1.9966
1/40 5.2463e-5 1.9983 1.5524e-4 1.9973 2.6740e-4 1.9984
1/80 1.3120e-5 1.9996 3.8841e-5 1.9988 6.6879e-5 1.9994
1/160 3.2767e-6 2.0014 9.7105e-6 2.0000 1.6719e-5 2.0001

Table 2. Numerical convergence orders in spatial direction with τ = 1
10000 when α = 0.5.

h E2(h, τ) Rate2
1/4 2.7418e-3 ∗
1/8 1.5345e-4 4.1593
1/16 9.0536e-6 4.0831
1/32 5.4689e-7 4.0492
1/64 3.1319e-8 4.1261

5. Conclusions

In this article, we consider the numerical method for fourth-order fractional sub-
diffusion equations under Neumann boundary conditions. After a transformation
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of the main equation, a compact finite difference scheme with global convergence
order O(τ2 + h4) is successfully derived. The difficulty caused by the Neumann
boundary conditions is also carefully handled. The stability and convergence of
the proposed scheme are studied by the energy method. Theoretical results are
supported by numerical experiments. Here we want remark that similar results can
be obtained in the case of multi-term and distributed order time-fractional equation
and accordingly the reference [3].
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