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A CHARACTERIZATION OF GENERALIZED
EXPONENTIAL DICHOTOMY™*

Liugen Wang'?, Yonghui Xia®! and Ninghong Zhao®

Abstract This paper studies some important properties of the notion gener-
alized exponential dichotomy. A new notion called generalized bounded growth
is introduced to describe the characterization of generalized exponential di-
chotomy. The relations between generalized bounded growth and generalized
exponential dichotomy are established.
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1. Introduction and Motivation

1.1. History

Consider the following linear system
= A(t)x, (1.1)

where z € R", A(t) is a nxn continuous matrix defined on R. Let X(¢) be a
fundamental matrix of (1.1).

Definition 1.1. System (1.1) is said to possess an exponential dichotomy on R
(Coppel [4]), if there exists a projection P and strictly positive constants K, o such
that

{ X (6)PX 1 (s)|| < K exp{—a(t —s)}, fort > s, t, s R, (12)

| X ()(I — P)X!(s)|| < Kexp{a(t —s)}, fort<s, s, t€R,

hold.

The properties and applications of exponential dichotomy have been well stud-
ied. For examples, one can refer to [4-28]. However, Lin [13] argued that the notion
of exponential dichotomy considerably restricts the dynamics. It is thus important
to look for more general types of hyperbolic behavior. He proposed the notion of
generalized exponential dichotomy which is more general than the classical notion
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of exponential dichotomy. Jiang [7-10] also thought that the notion of generalized
exponential dichotomy was very important and he had applied it to improve the
Palmer linearization theorem.

Definition 1.2. System (1.1) is said to possess a generalized exponential dichotomy
on R (shortly for GED), if there exists a projection P and a strictly positive constant
K such that

[X(HPX(s)|| < Kexp{—/ a(T)dr}, fort > s, s, t €R,
o (1.3)
X)) (I —P)X s)| < Kexp{/ a(r)dr}, fort<s, s, t€R,

hold, where a(t) is a nonnegative continuous function, satisfying
t 0
lim a(§)dé = 400, . lim a(§)d€ = 400 (see Lin [14]).
——00

t—+o0 0 t

Remark 1.1. When «(§) = «, Definition 1.2 reduces to Definition 1.1.

Example 1.1. Consider the system

(T L)) e

Then system (1.4) has a GED, but the classical exponential dichotomy can not be
satisfied.

1.2. Motivation and comparison with previous works

Lin [13] has obtained a characterization of exponential dichotomy in terms of Lya-
punov function. Different from his consideration, some new criteria are established
for the existence of GED based on proposing a new notion of generalized bounded
growth. Moreover, motivated by the work [4,12,23], we obtain a set of new prop-
erties of GED by discussing the relations between the n independent solutions and
GED. Our results generalize some previously known results in [4,12,23]. Recently,
another kind of generalization of the dichotomy is so-called the nonuniform hy-
perbolicity (e.g see Chu [1-3]). Zhang [29] also proposed a generalized notion of
exponential dichotomy in Banach space in order to find finer invariant manifolds
based on nonhyperbolic or pseudohyperbolic systems. It should be noted that our
notion of generalized exponential dichotomy is not a kind of nonuniform hyperbol-
icity. Our notion still belongs to a kind of uniform hyperbolicity. It is more general
than the classical notion of exponential dichotomy. So our consideration is different
from those in [1-3,29].

1.3. Outline of the paper

In next section, some definitions and lemmas are introduced. In Section 3, some
criteria for the existence of the generalized exponential dichotomy are established.
In Section 4, some properties on characterization of the generalized exponential
dichotomy are presented.
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2. Some definitions and lemmas

In this section, we recall some known results which will play role in our proofs.
Consider the following two linear systems

2 = A(t)x, (2.1)

and
y = B(t)y, (2:2)
where z, yeR"™, A(t), B(t) are continuous and bounded matrix functions on R.

Definition 2.1. Suppose that S(t) is a non-degenerate square matrix defined on
R or RT, S(t) is said to be a Lyapunov square matrix, if S(t) is differentiable and
IS@)]], |IS~1(t)|| are bounded.

Definition 2.2. System (2.1) is kinematically similar to system (2.2), if there exists
a Lyapunov square matrix S(¢) such that

S'(t) = A(t)S(t) — S(t)B(t) or B(t) = S~ H(t)A(t)S(t) — S71(t)S' (1),

hold.

Definition 2.3. System (2.1) is said to be a diagonal block, if system (2.1) is
kinematically similar to system (2.2). Moreover, B(t) has a diagonal block of the

By (t) Ba(t) ) , where the ranks of Bj(t), Ba(t) are lower than B(t) (see [4,
2

form
Chap.5]).

Definition 2.4. Linear system (2.1) is said to be of bounded growth (see [4,
Chap.5]), if there exist constants C > 1,h > 0, such that any solution of system
(2.1) z(t) satisfies

(@) < Cllz(s)]l, (s <t<s+h).
Lemma 2.1. System (2.1) is kinematically similar to system (2.2), if and only if

there exists a Lyapunov transformation y = S(t)x which can send system (2.1) into
system (2.2).

Lemma 2.2. Let X(t) be an invertible matriz and P be an orthogonal projection,
then there exists a continuous and differentiable non-degenerate square matriz S(t),
such that

{ S(t)PS~H(t) = X(t)PX (1),

S —P)S™H(t) = X(H)(I - P)X (1),
and
1S < V2, (2.3)
ISTHO) < X ®PX )| + IX(6) (I — P)X (1)) (2.4)

hold, where S(t) = X (t)R™1(t), R(t) is an uniqueness positive square root of G(t),
Gt) = PXT)X()P+ (I - P)XT(t)X(t)(I — P), XT(t) denotes the transpose of
X(t) (see [4, Chap.5]).
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Remark 2.1. It should be noted that Lin [14] has given an equivalent definition
of GED as follows.

t
X () Pe]| < Kexp{—/ a(r)dr}| X (s)Pe]| for s <t s, tER,

X ()T = P)E]l < Kexp{/ a(r)dr}|X(s)(I = P)¢| fort<s, s, t€R.

(2.5)
Moreover, for arbitrary ¢ € R, he proved that
IX®)PX~ (1) < M, (2.6)
and
X = P)XH ()|l < M, (2.7)

where M is a positive constant.

3. Criteria for the existence of GED

To continue our work, we should introduce a new definition here.

Definition 3.1. Linear system (2.1) is said to be of generalized bounded growth, if
for some fixed h > 0, there exists a nonnegative continuous function ¢(t), such that
any solution of system (2.1) z(t) satisfies

lz@)] < c(s)llz(s)]l; s<t<s+h, (3.1)

where ¢(s) = ,uexp{fSHh o(T)dr}.

It is easy to see that p > 1 and ¢(s) is non-increasing for s. Next theorem gives
an equivalent definition of generalized bounded growth.

Theorem 3.1. Linear system (2.1) is of generalized bounded growth, if and only if
there exists a nonnegative nonincreasing continuous function w(t) and a constant
w>1, such that

IXOX ) < pexpl [ wriar), ez

Proof. First, we show the necessity. Since linear system (2.1) is of generalized
bounded growth, there exists a nonnegative continuous function o(t), such that for
arbitrary £€R"”, we have

[X@)EN < c(s)| X(s)Ell, s<t<s+h,

where ¢(s) and p have been defined in Definition 3.1. Taking s,t€R, s < ¢, if
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s+kh <t <s+(k+1)h, then

X (@)l < e(t = W)X (& = h)E]

c(t = h)e(t = 2h)[| X (¢ = 2R)¢|
v Ze(t—h)e(t —2h)...c(t — kh)e(s) || X (s)E]|
= X (s)e]

<
<
<
<

t
=i exp{(k+1) [ o)X ()]

t7

t

<Wexp{e+) [ o)X (e
t7

t
<iHexp((k 1) [ r)ar}|X ).
Then we can choose a nonnegative continuous function w(t) such that

t t
(k + 1)/ o(r)dr < / w(r)dr.
Let puy = p**1, that is
t

X)) < mexp( | w(r)dr}|X(s)e].

Set £ = X~ 1(s)y, for t > s, we have
t
XX 6yl < i XX el [ w(riar)
. S

— il expl | w(r)dr).

Since & is arbitrary and X(s) is reversible, y is arbitrary. Thus, the following
inequality follows

IX(HX ()] < pexpf / w(r)dr}, t>s.

Next, we show the sufficiency. Assume that there exists a nonnegative continu-
ous function w(t) and a constant p > 1, such that

t
IX(6X(s)] < prexpf / w(r)dr}, s
So for arbitrary £€ER™, we have

IX (08l = X ()X (s) X ()¢]]
<IXOX )X ()¢l

< pexp{ / w(r)dr}| X ()€]

s+h
< pexpf / w(r)drH|X ()]
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Let c(s) = pexp (fss+hw(7')d7), that is
IX(E] < e(s) | X ()ells <t <5+

This completes the proof of Theorem 3.1. O

Theorem 3.2. Linear system (2.1) is of generalized bounded growth z'fftH_h |A(r)||dr
18 monincreasing.

Proof. For any solution of linear system (2.1) x(t) satisfying

consider s <t < s+ h, then

[z@ < ll=(s)ll +/ LAl (r) | dr

Using the Bellman inequality, we get

t s+h
()]l < Iva(S)IleXp{/ [A(r)|ldr} < ||$(S)Hexp{/ [A(r)|r}.

Let ||A(r)|| = po(r), p > 1, then

()]l < uexp{/ (r)dr}|lz(s)]-

If we denote c(s) = uexp{f (r)dr}, then

lz@)] < e(s)llz(s)]l;

where s <t < s+ h. This completes the proof of Theorem 3.2. O
Next theorem is to give a sufficient and necessary condition for GED based on
the relationship between independent solutions and GED.

Theorem 3.3. Suppose that system (2.1) is of generalized bounded growth. Linear
system (2.1) possesses a GED, if and only if there exist n linearly independent
solutions x1(t), 2(t), ..., xn(t) satisfying

|32 aias)] < K| 3 (o) exp - / ndr}, >,
IS am@®l <K S am ||exp{/ D}, t<s,

i=r+1 i=r+1

where the constant K > 0, a(t) is a nonnegative continuous function with
t

0
tim_ [ a(e)d = oo, lim_ [ a(de =+

t—+oo 0

7 is the rank of projection P, a1,as, ...,a, are arbitrary real numbers.
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Proof. First, we prove the necessity. Suppose that linear system (2.1) has a GED,
then for arbitrary £ € R"™,

IX () Pel| = | X (£)PX " (s)X (5)PE|
< | X(HPX(s)]|- IIX( )PE|l

T X(s) PE] exp{— / ndr}, (t> ).
and

IX()(I = P)é|| = | X(8)(I —P))E‘l( )X(s)(I - P)E|
< XU = P)X ()]l - IIX( )(I = P)¢]|

< RIX(s)(I - Pgnexp{/ i}, (t<s),

where X (t) is a standard matrix of linear system (2.1). Let r be the rank of projec-
tion P. Taking vectors &1, ...,&, € R™, such that P&y, ..., P&, (I — P)&yq,y ..., (I —
P)¢,, are linearly independent, set

zi(t) = X(O)P&,  i=1,2,..,r,
zi(t) = X(t)I - P)&, i=r+1..n

then x1 (), z2(t), ..., xn(t) is n linearly independent solutions of system (2.1), and
I3 a0l < Kl S arsllenl- [ wrart, 12
|3 am@l <K 3 anslewt [ awar), 1<

1=r+1 1=r+1

Next we prove sufficiency. Since there exist n linearly independent solutions
21(t), z2(t), ..., xn(t) such that

122 aizi(@)]| < K| Z a;zi(s)|| exp{— / T)dr}, 1>,
i=1

| > am®l <Kl S aws IeXp{/ T)dr}, t<s.
i=r+1 i=r+1

Let X(t) be a standard matrix of linear system(2.1), then there exists a real in-
vertible matrix @, such that (21(t),z2(t),...,z,(t)) = X(£)Q. Let P = QE,Q ",
K = K, @ = «, then r is the rank of projection P, and for arbitrary ¢ € R"”, we
have

|X(t)Pe|l < B (s)PE]l expf - / Ddr}, t> s,

IX(6)(I - P)e|| < RN (s)(I — P)e] expi / i), t<s.
Let € = X ~1(s)y, then
IKOPT syl < FIKPE syllosn(- [ atriir)
< R|X(s)PX1(s)] - |yll exp{— / Ndr}, £,
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and ~ ~
X = P)X(s)y

<KX () - PYX )yl expl | alryir) 53)

<E|X(s)(I = P)X 1 (s)| - lyllexp{ [ @(r)dr}, t<s.
Since £ € R” is arbitrary, we conclude that for arbitrary y € R", the inequalities

(3.2)and (3.3) hold.

IX()PX 1 (s)| < K| X(s)PX ' (s)llexp{~ [ @(r)dr}, t=>s,

IX(0)(I = P)X ' (s)l| < K| X(s)I = P)X ()| exp{ | @(r)dr}, t<s.

(3.4)
From inequalities (2.6) and (2.7), we conclude that for arbitrary s € R, there exists
a constant M > 0, such that

X (s)PX " (s)]| < M, | X (s)(I — P)X~'(s)]| < M.

Then (3.4) can written as

X ()P (s)] < KM exp{— / Ndr}, t>s,

X () —P)X1(s)|| < KMexp{/ r)dr}, t<s.

Taking K = KM, then system (2.1) has a GED.
This completes the proof of Theorem 3.4. O
Now we introduce an interesting lemma.

Lemma 3.1. (i) If z(t) is a continuous real vector function defined on RT(RT =
[0,400)), z(t) # 0, and there exist nonnegative continuous functions o(t) and k(t),
a constant h > 0, such that the following inequalities

[zl < c(s)z(s)l, 0<s<t<s+h,

lz@®) <0(u) sup [lz(u)l, t=h,

lu—t|<h

hold, where c(s) and ju have been defined in Definition 3.1, 6(u) = exp{— [\ vt (r)dr}
and k(T + u) s non-increasing for w. Then there exists a nonnegative contmuous
function «(t) and a constant K > 1, such that one of the following inequalities

Hx()H<Kexp{/ Pdr}, ¢ s3>0,

||x<>|<Kexp{/ fdr), s> 0.

hold.
(ii) If x(t) is a continuous real vector function defined on R™(R™ = (—o00,0)),
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x(t) # 0, there exist nonnegative continuous functions o(t) and k(t), a constant
h > 0, such that the following inequalities

le@)] < e(s)lz(s)]l, s <t<s+h<0,

@) <6(u) sup [lz(u)l, t<—h,
lu—t|<h

hold, where c(s) and u have been defined in Definition 3.1, 8(u) = exp{— f:+h k(T)dT}
and k(T + u) is non-increasing for s. Then there exists a nonnegative continuous
function a(t) > 0 and a constant K > 1 such that one of the following inequalities

lo()]| < K exp{ / a(r)dr}, 0>1>s,

t
lz(t)] < Kexp{/ a(r)dr}, 0>s>t,
hold.

Proof. we show the proof of (i), and the proof of (ii) can use the similar methods.
If

sup [|lz(u)[| < +oo0,
t>0

let
p(s) = sup [|z(u)ll,

u>s

so for the arbitrary s€R™, there exists u,, > s, such that
il (um) || = pls), (3.5)

hold.

Now, we proof that there exists a natural number N, as m > N, we have
Um < S+ h.

If not, there exists a subsequence {uy,, } of {un,}, such that u,,, > s+ h, then

[ (um, )| <O(u) sup z(w)]]

as k—o00, we have
([ (wm )| = p(s),
that is, p(s) < 0(u)u(s). Hence, 0(u) > 1, which is a contradiction to §(u) < 1 due

u+h
to the definition 0(u) = exp{f/ k(7)dr}. Then we have
p(s) = sup [z(u)].
s<u<s+h

Therefore, for t > s > 0,

[z < pu(s) = sup lz(u)]] < c(s)]|z(s)]]
s<u<s+h
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As t > s, we can take s + mh <t < s+ (m + 1)h, then

@) <6(w) sup [lz(u)]

lu—t|<h
<Ow)b(u—h) sup |[lz(u)
|lu—t|<2h
<..
< O(uw)f(u — h)...0u — (m — 1)h) | 7St1|l£ . ||z (w)]|
<O0™(w) sup z(u)] )
\u t\<mh
< 0™ (u)e(s) || (s ||

u+h s+h
_ exp{—m / )dr b exp] / o(r)dr} |l (s)]

— pexpl / P)dr —m / )dr|(s)].

Then there exists a nonnegative continuous function g(¢) such that

s+ t
/ T)dT — m/ T)dr < — / o(r)dr,

hold. Take K =y > 1, then

()]l < K exp{— / T)dri|x(s)ll, t=>s>0.

If
sup [|z(u)[| = +o0,
t>0

because of the continuity of z(t), we can take a subsequence {t,,} satisfying

{ [[(tm) ]| = 6(w) " c(s)]|z(0)]],
()]l < 0w)™"c(s)|z(0)], 0 <t <tm,

then h < t; <ty < ... <ty < ..,tm— + o0.
Now, we proof t,,+1 < t,, + h.
If not, there exists myg, such that t,,,+1 > tm, + h. However,

[2(tmo)[| < 0(u) sup Jz(u)]

|“_tm0 <

<O(u) sup |lz(u)
0< U<t mg+h

<Oz (tmo+1)ll;
which is in contradiction with ||z(tm,+1)|| = 07 (w)]|2(tm,)]|- So we have

tma+1 <tm +h. For 0 <t <s,assume 0 < t,, <t <tpmi1,te < s <tpy1, then

lz()|| < l|lz(Emer)]l
= 0" (u) ||z (trr1) ||
< (s )af (0" (u >Hx( il

10 () exp{ / (k — m + Dr(r)]dr}||z(s)]
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Then there exists a nonnegative continuous function o(t), such that

s+h t
/ [o(T) — (k —m + 1)s(7)]dr < / o(r)dr, 0<t<s,

hold. Take K = pmax{6~'(u)} > 1, then

o0 < Kexp ([ omar)lato)l. 0<t<s,

This completes the proof of Lemma 3.1. O

Theorem 3.4. If linear system (2.1) is generalized bounded growth, and there exists
a nonnegative continuous functions k(t), a constant h > 0, n-linearly independent
solutions of linear system(2.1) x1(t), z2(t),...,xn(t), and any solution of system
(2.1) x(t) satisfies
[z(®)]] < 6(u) sup [lz(u)]],
lu—t|<h
liminf ||z;(t)]| < o0, (1 =1,2,...,7),

t——+o0

liminf ||z;(t)|| < oo, (i =74+ 1,7 +2,...,n),
t——o00

where 6(u) = exp{— f;ﬂrh k(T)dT} and k(T +u) is non-increasing for w. Then linear
system (2.1) has a GED, and the rank of projection P is r.

Proof. Since linear system (2.1) is of generalized bounded growth, for h > 0,
there exists a continuous function g(t) > 0, such that any solution of linear system
(2.1) z(t) satisfies

[z < c(s)llx(s)ll, s <t <s+h,

where ¢(s) and p have been defined in Definition 3.1. Therefore, for arbitrary
constants ay, as, ..., a,, we have

120 aiwi(®)ll < e(s)l| 20 aiwi(s)l, s <t<s+h,
=1 i=1

as ||z(t)]] < 0(u) sup ||z(u)|, now, we consider the case on R¥.
lu—t|<h
From Lemma 3.1, for arbitrary constants ai, as, ..., a,, we have

T
timinf | 3 aa, (1)) < +oc.

then, for ¢ > s > 0, there exists a continuous function «4(t) > 0, and a constant
K, > 1, satisfying

1> el < K| Y asss( expl~ [ an(ryar). (36)

Then we consider the case on R™.
From Lemma 3.1, we derive for 0 > ¢ > s, there exists a nonnegative continuous
function as(t), and a constant Ko > 1 satisfying

Hzaiwi(t)ll < Kzllzawi(S)HeXp{*/ as(T)dr}, (3.7)
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or for 0 > s >t,

r r t
1) asi(t)|| < Kol Zaixi(s)ﬂexp{/ as(T)dr}. (3.8)
i=1 i=1 s
If (3.8) hold, then from (3.6) and (3.8), we can derive

lim_| Z azi(t)[| =0,

t——+o0 i=

and

lim_ || 3 aai (1) = 0.

t——o0 i=1

Therefore, there exists tg€R, such that

IS aizi(to)]| = sup | 3 agi(t)])

i=1 teR =1

hold. However, we can get from our conditions, for arbitrary t€R, we have

H ; azi(to)]| < O(u)supl| S agzi(t)].

teR =1

Hence 6(u) > 1, which is a contradiction to 6(u) < 1 due to the definition

= exp{— / T)dT}.

Then (3.7) hold. take K = max{Ky, K3}, a(t) = min{ay (t), @2(t)}, then from (3.6)
and (3.7), we can get

k
||zaz-xz<>||<K||2axz |exp{/ rdr}, t> s
i=1

Similarly,we also have

|3 el <K 3 aui(s)espd / i), t<s.
' i=k+1

i=k+1

From Theorem 3.3, we know linear system (2.1) has a GED. This completes the
proof of Theorem 3.4.
O
Now we need an interesting lemma.

Lemma 3.2. (i) If 2(t) is a continuous real vector function defined on RT(RT =
[0,400)), z(t) # 0, and there exist nonnegative continuous functions o(t) and K(t),
a constant h > 0, such that the following inequalities

[zl < c(s)z(s)l, 0<s<t<s+h,

lz(t)] > f(w) Jmf flz(@)ll,  t=h,
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hold, where c(s) and p have been defined in Definition 3.1, 9 = exp{f T)dT}
and K(T + u) is non-increasing for w. Then there exists a nonnegatwe contmuous
function a(t), and a constant K > 1, such that one of the following inequalities

Hx()II<Kexp{/ Ddr), >8>0,

||m<>|<Kexp{/ Pdr), s>t 0,

hold.
(ii) If x(t) is a continuous real vector function defined on R™(R™ = (—o00,0)),
x(t) # 0, and there exist nonnegative continuous functions o(t) and K(t), a constant

h > 0, such that the following inequalities

(@] < cls)llz(s)ll, s <t<s+h<0,
l(t)]| > 6(u) Lt lz(u)ll, t<—h,

hold, where c(s) and pu have been defined in Definition 3.1, 0(u) = exp{fu+h k(r)dr}
and K(T 4+ u) is non-increasing for u. Then there exists a continuous functwn
a(t) >0, a constant K > 1, such that one of the following inequalities

lz(t)]| < K exp{— / T)ydr}, 0>t>s,

||x<>\|<Kexp{/ Ddr), 03 s>t
hold.

Proof. We prove conclusion (i) only the proof of (ii) is same as that of (i). If
t11>1f(; llz(t)|| > 0, we take A(s) = igf |lz(w)||. Then for s >t > h,

lz(s)| = 6(u) inf_ [lz(u)]| = O(u)A(s = h).

lu—s|<h
By the definition of A(s), there are w,, > s with
lm  |lz(um)] = A(s). (3.9)

m——+oo
Now we proof that there exists a N such that u,, < s+ h for m > N. Or else,
there exists a subsequence {ty,, } of {un,} with u,,, > s+ h. But
[ (tm,)|| = O(u) — inf < [l (w)|

| —Umy,
> 0(u)A(um,, — h)
> 0(u)\(s).
This is contrary to (3.9). So there exists N such that u,, < s+ h for m > N. Then
A(s)= inf |z(u)] andfor 0 <s—2h <s+h<t<s,
s<u<s+h
> 2 i
[2(s)]| = 0%(u )| |<2h [ (w)]|
02(u)A(s — 2h)
= 92(u) inf  flz(u)]

s—2h<u<s—h

> 62 (u)e=2(1) (1))
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fort+ (k —1)h < s <t+kh,

lz(s)| = 0(u) inf_[lz(u)]

~ lu—s|<h
> 62 inf
>0 it (]
2 .
> ¢ f
2 LN S ll(u)
w)A(s — (k+1)h)

s— (k+1)h<u<9 kh

W Olalo)]
i ep{(h 4D /

u

T (u)
Hu)A

O~ (u) inf [l (w)l]
T (u)

t+h
R(r)dr — 2 / o(r)dr}z(0)].

Then there exists a continuous function &(t)>0 such that

—(k+1) /ourh k(T)dT + 2/tt+h o(r)dr < /St a(r)dr,

hold. Take K = p?>1, then

le@)] < Kexp{/ Dy a(s)], s>t 0.

If

f =0.
inf | (w)]

If g;f) lz(®)|l = 0, we take t,, > 0 such that

{ Ja(tn)ll = 8- (we(s)[2(0)])

[z} > 67 (w)e(s)[[x(O), 0 <t <t

Soh <t <ty <..<ty<tmt1 <.., now we prove that t,,,4+1 < t,, + h. Or else,
there exists my, such that t,,,41 > tm, + h. So

[e(tmer)l| < _ inf  Jlz(u)]

0<u<ltmg+h
< inf  ||lz(uw)]]

T u—tmg|<h

<071 (u) [ (tmo)||

This is in contrary to [|@(tmgs1)]| = 0~ (w)]|@(tmg)]l- SO tmst < b + .
For t > s > 0, suppose that t,, <t <41, tr <5 < tgy1, then

llz(s)ll > [Je(te )
= 0" (W) (tm) |
> ¢ () 1( )z

h s+h
_ uLexp{(m / ydr / o(rdr}lz(®)]l
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Then there exists a continuous function @(t) > 0 such that

(k1) /HM R(r)dr + /:M or)dr < — /: a(r)dr,

hold. Take K = y > 1, then

||m<>||<Kexp{/ A}, t>s>0.

This completes the proof of Lemma 3.2. O

Theorem 3.5. If linear system (2.1) is of generalized bounded growth, and there
exists a nonnegative continuous function K(t), a constant h > 0 such that n linearly
independent solutions of linear system(2.1) x1(t),xa(t), ..., x,(t) satisfy

IIiéaiwi(t)ll 2 0(w) inf | Eaxz( |

u—t|<h
n
> am(t)llzﬁ(u) inf | 3 a(w)]),
i=r+1 lu—t|<h ;=11

,
limsup || 3 a;zi(t)]| > 0,
t——o0 4=1

n
limsup || 3 azi(t)]| >0,
t—+o00 i=r+1

where (u) = exp{ [ vt k(T)dt} and K(T + u) is non-increasing for w. Then linear
system (2.1) has a GED and the rank of projection P is r.

Proof. Since linear system (2.1) has generalized bounded growth, for h > 0, there
exists a continuous function p(¢)>0, such that any solution of linear system (2.1)
x(t) satisfies

le@)] < cls)lz(s)ll, s <t<s+h,

where ¢(s) and p have been defined in Definition 3.1. That is

IS ai (b)) < ()]l Y aias(s)ll, s <t<s+h.
i=1 i=1

For t € R™, because hmbup I E a;x;(t)|| > 0 and Lemma 3.2, then for 0 > ¢ > s,
=1

— 00
there exists a contlnuoub function a4 (t) > 0, and a constant Ky > 1, satisfying

HZaH |<K1||ZaZxZ )il exp{— /a1 . (3.10)

For t € RT, from Lemma 3.2, we derive for ¢ > s > 0, there exists a nonnegative
continuous function as(t), and a constant Ko > 1 satisfying

Hza“ ||<K2||Zale )il exp{— /a2 Ve, (3.11)

or for s >t >0,

1D (Ol < Kall 3 aswi(s) | expf / as(r)dr}. (3.12)
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If (3.11) hold, then from (3.9) and (3.11), we can derive
i3 asmi(0)] = +oc,
and

Jim | 3 air(0)] = oo,

Therefore, there exists tg€R, such that
T . T
|22 aiwi(to)|| = inf [| 3 aizi(u)],
i=1 u€R i1
hold. However, we can get from our conditions, for arbitrary t€R, we have

IIiéaiwi(t)llzg() inf IIZazwz( )|I-

—t|<h

Hence, 6(u) < 1, which is a contradiction to 6(u) > 1 due to the definition

= exp{/ T)dT}.

Hence, (3.10) hold. take K = max{K1, K»2}, a(t) = min{a;(t), az(t)}, then from
(3.9) and (3.10), we can get

k k
|32 a0 < K| 3 asmi(s)exp - / rydr}, €,

Similarly, we also have

| S am® <K Y ai(s)] expd / ndr}, t<s.
1=k+1 i=k+1

From Theorem 3.3, we know that linear system (2.1) has a GED. This completes
the proof of Theorem 3.5. O

Theorem 3.6. If linear system (2.1) is of generalized bounded growth, and there
exist nonnegative continuous functions o(t), k(t), K(t), a constant h > 0 such that
n linearly independent solutions of system (2.1) x1(t), x2(t), ..., x,(t) satisfy

|| ; ()] < 0w) sup |3 aws(u)],

lu—t|<h =1

IS am@®] <0 swp | 5 am)],

i=r+1 lu—t|<h i=r+1
| > azi(t)]] = 6(u) inf Zaﬂ:z( 8
i=1 lu—t|<h
n
| Y aw®)]>68w) i || Y ),
i=r+1 lu—t|<h = j=r31

where ¢(s) and p have been defined in Definition 5.1, 0(u) = exp{ [ wkh k(r)dT}

O(u) = exp{— fu+h 7)dr}. Moreover, k(T + u) and k(T + u) are non-increasing
for u. Then linear system (2.1) has a GED, and the rank of projection P is r.
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Proof. As linear system (2.1) is of generalized bounded growth, for h > 0, there
exists a continuous function g(¢) > 0, such that any solution of linear system (2.1)
x(t) satisfies

Je®ll < c(s)lla(s)l, s<t<s+h,

where ¢(s) and p have been defined in Definition 3.1. Then for any solution z(t) of
system (2.1), we have

120 aiwi(®)|l < e(s)]| 22 aizi(s)], s <t<s+h
i=1 =1

For t € RT, by Lemma 3.1, there exists a nonnegative continuous function o (t)
and a constant K7 > 1, such that

r T t
1Y " asi(t)|] < K| Zaixi(s)exp{—/ oy (T)dr}, t>s>0, (3.13)
i=1 =1 S

or

HZal 2 (8|l <K1||Zam exp{/ ar(r)dr}, s>t>0. (3.14)

For t € R™, by Lemma 3.1, there exists a nonnegative continuous function as(t)
and a constant Ko > 1, such that

t
HZ% ()| <K2\|Zaz s eXp{/ Ca(r)dr}, 0>t>s,  (3.15)

or

I Zaz t)|| < Ks| Zale exp{/ ag(T)dr}, 0>s>t. (3.16)

(I) Suppose that (3.13) is true. Then (3.15) holds. Or else, (3.16) is true. By (3.13)
and (3.16),

lim || 3 aii(1)] =0,

t—+oo 7

lim || 3 asr(6)] = 0.

t——o0

So there exists ¢y € R, such that
T T
| 22 aizi(to)|| = sup || 3_ aizi(t)]].
i=1 teR  i=1
This is contrary to condition to

H ; ()] < 0(u) sup || asa(t)])-

[t—u|<h =1

So (3.15) is true. Let a(t) = min{ay(t), a2(t)}, K = max{K;, K»}. By (3.13) and
(3.15), we have

I i:lai:vi(t)ﬂ < K| ; aszi(s) exp{/ —a(r)dr), t> s
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(IT) Suppose that (3.14) is true. Then (3.16) holds. Or else, (3.15) is true. By
(3.14) and (3.15),

lim ” Z ale( )” = o090,

t—+o0
Jim || 3 asm(0)] = +oc.

So there exists t € R, such that
s _ A s
| 20 aizi ()|l = inf || 3= a;z(t)].
i=1 teR © =1

This is contrary to the condition

|| ; awi(t)]| > B(u) nf | z @i (w)].

lu—t|<h

So (3.15) is true. Let &(t) = min{ay(t), az(t)}, K = max{K;, K;}. By (3.13) and
(3.15), we have

IS @@ < K|S aszs(s) wﬁ/‘ Ndr), t<s.
=1 =1

Similarly, we can prove

| S am@ < K| S amwi(s)exp / —a(r)dr}, t>s.

i=r+1 i=r+1
or

IS am®l < K| z aii(s) exp] / ndrY, t<s,

i=r+1 i=r+

From Theorem 3.3, we can deduce that system (2.1) has a GED.
This completes the proof of Theorem 3.6.

4. Properties of GED

Now, we prove some important properties of GED.

Theorem 4.1. If linear system (2.1) has a GED, then system (2.1) has non trivial
bounded solutions.

Proof. By way of contradiction, suppose that x(¢) is any nontrivial bounded so-
lution of linear system (2.1), then

2(t) = X(H)X1(0)2(0) = X (H)PX1(0)2(0) + X (£)(I — P)X~'(0)z(0).

In view of £(0) # 0, we know that at least one of PX~1(0)z(0) and (I—P)X ~1(0)z(0)
is not equal to zero. So we proceed with two cases:

Case 1: If PX1(0)x(0) # 0, take £ = X~1(0)z(0), from the first inequality of
(2.5), we have

X PXH0)x(0)]| = K~ X (0)PX IIeXp{/ T)dr}.
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From the second inequality of (2.5), we have
1X()(I = P)X(0)z(0)]| < K[| X (0)(I — P)X~(0)=(0)]| eXp{/O a(r)dr}
0

= K[| X (0)(I = P)X~H(0)z(0)]| eXp{*/ a(r)dr}.

t

Letting t— — oo, we have
(@)l = X () PXH0)z(0)]| - [ X&) — P)X~(0)x(0)]] = = + 00 — 0 = +o0,

which contradicts to the boundedness of X (¢).
Case 2: If (I — P)X~1(0)z(0) # 0, similar arguments show that as t— + oo, we
have ||z(t)||— + oo, which also contradicts to the boundedness of X (¢). So linear

system has nontrivial bounded solution. This completes the proof of Theorem 4.1.
O

Remark 4.1. Theorem 4.1 doesn’t hold, if linear system (2.1) has a GED only on
RT or R™. In fact, if linear system (2.1) has a GED on R™, then linear system (2.1)
has a r-dimension bounded solution, where 7 is the rank of the projection P.

Theorem 4.2. Suppose that system (2.1) has a GED and P # 0 or I, then system
(2.1) is a diagonal block.

Proof. To prove system (2.1) is a diagonal block, our main task is to apply Defi-
nition 2.3. To this ends, we proceed two steps.

Stepl: We need prove system (2.3) is kinematically similar to system (2.2). From
(2.3), we know ||S(t)|| is bounded. From (2.4) and (1.3), we have

IS~H @) < [IX O PX1 0] + | X ()T — P)X~1(1)]]?]2
< (K*+K?)% = V2K,

that is, ||S71(¢)|| is bounded. From Lemma 2.2, we know S(t) is continuous and
differentiable. Then S(t) is a Lyapunov matrix. Set

R(OR (1) = B(), (4.1)
then R(t) is a fundamental square matrix of the linear system (2.2). Moreover,

S'(t) = (X()R'(1))
= X'(OR™(t) + X(O)(R™ (1))
=AXHR(t) - XOR )R (t)R7L(t).

From (4.1), we have
S'(t) = A(t)S(t) — S(t)B(¢).

That is, system (2.1) is kinematically similar to system (2.2).
Step2: We show that B(t) has a diagonal block of the form ( Bi(t) By(t) ),
2

where the ranks of By (t), Ba(t) are lower than B(t). Since R(t) is a diagonal block,
then R'(t), R~1(t) are also diagonal blocks, so B(t) = R/(t)R~1(t) is also a diagonal

block. Suppose B(t) = i) Bs(t)
2

of the projection P, the rank of By(t) is the rank of the projection (I — P). This
completes the proof of Theorem 4.2. O

, obviously, the rank of B;(t) is the rank
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Theorem 4.3. If linear system (2.1) has a GED, then there exists a nonnegative
continuous function k(t), a constant h > 0, such that any solution of linear system
(2.1) x(t) satisfies

(@) < 0(u) sup [lz(u)],

lu—t|<h

and linear system(2.1) has n linearly independent solutions x1(t),xa(t), ..., z,(t),
satisfying

ltlgl_ﬁnf lz: ()| < 00, (i=1,2,...,7),

and
liminf ||z;(t)|| < oo, (i =74+ 1,7 +2,...,n),
t——o00

where O(u) = exp{— [ vt (T)dr} and r is the rank of projection P.

Proof. As there exists a nonnegative continuous function «(t), a constant K > 1,
and a projection P, such that (1.3) hold, then for a nonnegative continuous function

— exp{— / P)dr).

Take h > 0, such that the following inequality

exp{/ 7)dT} — K exp{— / T)dT} > 2071 (u),

hold. For £€R™, take any scR, assume that X (f) is a standard matrix of linear
system (2.1), then z(t) = X (¢)¢&.
Case 1: If || X (s)(I — P)¢|| > || X (s)P¢]|, then

X () Pe|| = ||J§<t>P):<-1<s))?<sgP5|l
< [X@OPX T (s)IX ()P (4.2)
< K||X( )P¢|lexp{— / T)dT}, t>s,

and

IX ()1 = P)X ()X (s)(I — P)¢|
IX@)(I = P)X " (s)]- IIX( ) = Pl

< K| X (s)(I — P)|| eXp{/ T)dr}, t<s.

IX ()1 - P)é|

IA

(4.3)

From (4.3), we have

IX (s)(I = P)él|l = KX (0)(1 — Pillexp{/ T)dr}, t<s,

then exchange s and ¢, for ¢t > s, we have

IR = P > K1 X (s)(I - ngeXp{/ r)dr}. (4.4)
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From (4.2) and (4.4), for ¢t > s, we have

lz(t)]| = IX (1)(I = P)é + X (1) P¢]|
> [ X = P)e|l - X @) PE]

> KV ()( - Pgnexp{/ r)dr} - K||X (s) Pellexp{~ / r)dr}
> KX (s)(I = P)¢llexp / r)dr}

~ KI|X(s)(I — P)ellexp{~ / r)dr}
= 1Ko [ atriir} - Keso(~ [ a)ar}l IS ()1 - Piel

take t = s + h, then

(s + )] > [K exp{/ r)dr} — Kexp{— / Pdr)]| X (s)(I - Pl

(4.5)
Moreover, N
lz(s)|l = | X(s)(T = P)¢ + X (s) P€]|
< | X (s)(I = P)E]| + I X (s) ]|
< 2[X(s)(I — P)|,

that is | X(s)(7 ~ Pe| > 5[lo(s)].
From (4.5), we have
1
lz(s + Pl = 5llz(s)[-207 (w) = 07 () (s)ll,
that is, ||z(s)|| < 8(u)||z(s + h)||, then we have

[z(s)I] < O(u) sup [lz(u)]].

[s—u|<h
Case 2: If | X (s)(I — P)¢|| < || X (s)P¢|, Similarly, we can derive

[z(s)I] < O(u) sup [lz(u)]].

lu—s|<h
In conclusion, for any solution of linear system (2.1) z(t), we have

[z(s)]] < 6(u) sup [lz(u)]].

|s—u|<h

From Theorem 3.3, we have n linearly independent solutions of linear system (2.1)
21(t), x2(t), ..., xn(t) satisty

|3 @) < K| 3 s Hexp{/ a(r)dr}, t>s,
| S am@I <K S awwi(s)] exp /a

1=r+1 1=r+1
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where r is the rank of projection P, ai,as,...,a, are arbitrary constants.
Obviously, we have

=400

liminf ||z, (¢)] < o0, (1 =1,2,...,7),
ltlmmf |z ()] <oo,(i=r+1,7+2,..,n).
——o00

This completes the proof of Theorem 4.3. O

Theorem 4.4. If linear system (2.1) has a GED, then there exists a nonnegative
continuous function k(t), a constant h > 0 such that n linearly independent solutions
of linear system(2.1) x1(t), x2(t), ..., xn(t) satisfy

||i§ awi(t)]| > B(u) f | Zam ),

lu—t|<h
n
| Y aw(®)] > 6w i | Y ),
i=r+1 |[u—t|<h i=r+1

T
limsup || Y a;z;(t)]| > 0,
t——o0 i=1

n
limsup || Y a;zi(t)|| >0,
t—too  imrdl

where O(u) = exp{fu+ "R(T)dT} and R(T + u) is non-increasing for u, the rank of
projection P is r, ai,as, ..., a, are arbitrary constants.

Proof. Since system (2.1) has a GED, from Theorem 3.3, we know there exists a
nonnegative continuous function «(t), a constant K>1 and n linearly independent
solutions x1(t), z2(t), ..., z,(t) such that

|| i ai ()] < K|| Y agai(s)| exp{— / a(r)dr},

i=1

| S am@) < K| Y amis \exp{/ Pdr}, t< s,

i=r+1 i=r+1
where r is the rank of projection P, ai,as, ..., a, are arbitrary constants, then

timsup | 32 agr(0)] = Jim || 3 agr(6)] = +oc,

——0Q =1

limsup| > aixi(t)H:tlim I Z a;x;(t)]| = +o0.

t—+oo  j=r+1 —Hoo St

Now it is suffice to prove that there exists a nonnegative continuous function

— expf / 1dr,

and a constant A > 0, such that

|| ; aai ()] > B) inf | z aiiw)])

u—t|<h

IS @) 60w it || Y a(w)]

i=r+1 [u—t|<h 1=r+1
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For arbitrary s € R, take t = s + h, then

r r s+h
| Zlam(s +h) < K| Zlaiafi(S)ll exp{—/ a(r)dr},
1= 1= S
that is

, - s+h

IS5 asai(o)l > K4 S airats + W)l exnf [ atryin)
> O(u)|| i a;izi(s + h)|
25( ) inf || Zazl‘z( -

lu—s|<h
Similarly, we can prove
22 aiwi(s)| 2 0(u) inf [ 35 aizi(u).
i=r+1 [u—s|<h " ;=r11
This completes the proof of Theorem 4.4. O

Theorem 4.5. Suppose that system (2.1) has a GED, then there erist nonnega-
tive continuous functions o(t), k(t), K(t), a constant h > 0 such that n linearly
independent solutions of system (2.1) x1(t), x2(t), ..., xn(t) satisfy

H§WM®MWW)primmMW

lu—t|<h i=1

IS am@®] <0 swp | 5 amiw)],

i=r+1 lu—t|<h i=r+1

[ >° aixi(t)|| > O(u) inf || Zam( I[P

i=1 lu—t|<h

I > ai(t)l| > 0(u) inf || Z a;izi(u),
i=r+1 lu—t|<h " j=r11

where ¢(s) and p have been defined in Definition 3.1, O(u) = exp{ [ vt g K(T)dT}

O(u) = exp{— fu+h (r)dr}. Moreover, k(T + u) and k(7 + u) are non-increasing
for u. Then linear system (2.1) has a GED, and the rank of projection P is r,
a1, a9, ...,a, are arbitrary constants.

Proof. Because system (2.1) has a GED, from Theorem 4.4, there exist nonneg-

ative continuous functions a(t), 6(u) = exp{fu h~ (7)dt}, constants hy > 0, K>1
and n linear independent solutions of (2.1) x1(t), xg(t) .y &y (t) such that

I asmi(®)] > 0(w) inf || Y azi(u)].
=1 lu—t|<hi = =1

By Coppel [4], there is hy > 0, for any solution x(t) of system (2.1) such that

=) < 0(u) sup [lz(w)]].
[u—t|<hs

So
| ;aixi(t)ll <O0(u) sup | X azi(u).

lu—t|<hs =1
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Let h = max{h1, ho}. Hence,

IS am@)| <6 swp | > amiw),

i=r+1 lu—t|<hs i=r+1

T ~
> aizi(t) > 0(u) inf Z a;zi(u)|.
i=1 [u—t|<hi =1

Similarly, we can prove that

|| i am ()] < 0w) sup || Y ag(u)],

lu—t|<hy i=1

| Y @) 60 it | S awiw)].

i=r+1 |u7t|§h1 1=r+1
This completes the proof of Theorem 4.5. O

Theorem 4.6. Suppose that system (2.1) has a GED and system (2.1) is kinemat-
ically similar to system (2.2), then system (2.2) also has a GED.

Proof. Let Y(t) be a fundamental matrix of system (2.2). As system (2.1) has a
GED, then there exists a projection P and K > 0 such that

| X(t)PX~1(s)|| < K exp{— / T)dr}, fort>s, s,t€R,
| X () (I - P)X~1(s)|l <Kexp{/ T)dr}, fort<s, s,t €R,

hold. Since system (2.1) is kinematically similar to system (2.2), from Lemma 2.1,
we know there exists a Lyapunov transformation y = S(¢)a which can send system
(2.1) into system (2.2), then for ¢ > s, we have

V(&) PY ()l = IS X (&) PX 1 (s)S™(#)]
< [IS@Il - HX( JPXH(s) - S~ @)
< IX@PX(s)l

< Kexp{— / T)dT}.

Similarly, for ¢t < s, we have

O - Pyl < Kol [ atrar).

That is to say, system (2.2) also has a GED. This completes the proof of Theorem
4.6.

O
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