
Journal of Applied Analysis and Computation Website:http://jaac-online.com/

Volume 3, Number 4, November 2013 pp. 377–397

NUMERICAL APPROXIMATION OF THE
PHASE-FIELD TRANSITION SYSTEM WITH
NON-HOMOGENEOUS CAUCHY-NEUMANN

BOUNDARY CONDITIONS IN BOTH UNKNOWN
FUNCTIONS VIA FRACTIONAL STEPS METHOD∗

Armel Andami Ovono

Abstract The paper concerns with the proof of the convergence for an iter-
ative scheme of fractional steps type associated to the phase-field transition
system endowed with non-homogeneous Cauchy-Neumann boundary condi-
tions, in both unknown functions. The advantage of such method consists
in simplifying the numerical computation necessary to be done in order to
approximate the solution of nonlinear parabolic system. On the basis of this
approach, a numerical algorithm in 2D case is introduced and an industrial
implementation is made.
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1. Introduction

Consider the following nonlinear parabolic system in Q = (0, T ] × Ω, where T > 0
and Ω is a bounded domain in Rn (n ≤ 3) whose boundary is smooth enough:

Cp
∂

∂t
u+

ℓ

2

∂

∂t
φ = k∆u+ f(t, x) on Q = (0, T ]× Ω

αξ
∂

∂t
φ = ξ∆φ+

1

2ξ
(φ− φ3) + sξu+ g(t, x) on Q,

(1.1)

subject to the non-homogeneous Cauchy-Neumann boundary conditions, in both
unknown functions u and φ:

k
∂

∂ν
u+ hu = w1(t, x) on Σ = (0, T ]× ∂Ω

ξ
∂

∂ν
φ+ c0φ = w2(t, x) on Σ,

(1.2)

and the initial conditions:

u(0, x) = u0(x), φ(0, x) = φ0(x) on Ω, (1.3)

where
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• u(t, x) - represents the reduced temperature distribution on Q, i.e. u(t, x) =
θ(t, x) − θM , with θ(t, x) representing the temperature of the material at
(t, x) ∈ Q and θM the melting temperature (the temperature at which solid
and liquid may coexist in equilibrium, separated by a planar interface);

• φ(t, x) - is the phase function (the order parameter) used to distinguish be-
tween the states (phases) of material which occupies the region Ω at every
moment of time t ∈ [0, T ];

• Cp = ρc; ρ - the density, c - the specific heat capacity;

• ℓ, κ, α, ξ, h, c0 are physical parameters representing: the latent heat,the ther-
mal conductivity, the relaxation time, the measure of the interface thickness,
the heat transfer coefficient, a positive constant, respectively;

• sξ = m[S]E
2σ TE is a bounded and positive quantity, expressed by positive and

bounded physical values: m =
1∫

−1

(
2F (s)

) 1
2 ds, F (s) =

1

4
(s2 − 1)2, [S]E - the

entropy difference between phases per volume, σ - the interfacial tension, TE -
the equilibrium melting temperature (see [11]);

• p, q are given numbers assumed to satisfy

q ≥ p ≥ 2; (1.4)

• f ∈ Lp(Q), g ∈ Lq(Q) are given functions (also, can be interpreted as dis-
tributed control);

• w1(t, x), w2(t, x) ∈ W
1− 1

2p ,2−
1
p

p (Σ) - are given functions depending on two
variables which also can be interpreted as boundary control;

• u0(x) ∈W
2− 2

p
p (Ω), φ0(x) ∈W

2− 2
q

∞ (Ω), provided k ∂
∂νu0(x)+hu0(x) = w1(0, x),

ξ ∂
∂νφ0(x) + c0φ0(x) = w2(0, x) on ∂Ω.

In the formulation of problem (1.1) we have started from the phase field equations
describing the phenomenon of solidification (see [11]) to which we have added some
new physics parameters, as well as appropriate boundary conditions, in order to
cover a wide variety of industrial applications (see [18–20]).

The non-homogeneous Cauchy-Neumann boundary conditions in both unknown
functions u and φ (see relation (1.2)), untreated until now in mathematical litera-
ture, include a broad class of complex phenomenas at ∂Ω and will thus allow the
formulation of new boundary optimal control problems.

At the moment t the material is considered to be liquid if the phase function φ
is close to +1+ δ1 and u(t, x) ≥ 1+ δ2, while it is considered to be solid if the phase
function φ is close to −1− δ1 and u(t, x) ≤ −1− δ2, with δ1, δ2 prescribed positive
numbers.

We define the separating region (the interface at the moment t) as being the set:

Ωt = {x ∈ Ω; |u(t, x)| ≤ 1 + δ2, |φ(t, x)| ≤ 1 + δ1}.

Regarding the existence and regularity of solutions in (1.1)-(1.3), we have



Numerical approximation of the phase-field 379

Theorem 1.1. Problem (1.1)-(1.3) has a unique solution (u, φ) with u ∈ W 1,2
p (Q)

and φ ∈W 1,2
ν (Q), where ν = min{p, µ}. In addition (u, φ) satisfies

∥u∥W 1,2
p (Q) + ∥φ∥W 2,1

ν (Q)

≤ C
{
1 + ∥u0∥

W
2− 2

p
p (Ω)

+ ∥φ0∥
3− 2

q

W
2− 2

q
∞ (Ω)

+ ∥w1∥
W

1− 1
2p

,2− 1
p

p (Σ)

+∥w2∥
W

1− 1
2p

,2− 1
p

p (Σ)
+ ∥f∥Lp(Q) + ∥g∥Lq(Q)

}
,

(1.5)

where the constant C depends on |Ω| (the measure of Ω), T, n, p, q and physical
parameters.

Moreover, given any number M > 0, if (u1, φ1) and (u2, φ2) are solutions of
(1.1)-(1.3) for the same initial conditions, corresponding to the dates

(f1, g1, w
1
1, w

1
2), (f2, g2, w

2
1, w

2
2) ∈ Lp(Q)× Lq(Q)×

(
W

1− 1
2p ,2−

1
p

p (Σ)

)2

,

such that ∥φ1∥Lν(Q), ∥φ2∥Lν(Q) ≤M , then the estimate below holds

∥u1 − u2∥W 1,2
p (Q) + ∥φ1 − φ2∥W 1,2

ν (Q)

≤ C
{
∥f1 − f2∥Lp(Q) + ∥g1 − g2∥Lq(Q) + ∥w1

1 − w2
1∥

W
1− 1

2p
,2− 1

p
p (Σ)

+∥w1
2 − w2

2∥
W

1− 1
2p

,2− 1
p

p (Σ)

}
,

(1.6)

where the constant C depends on |Ω|, T, M, n, p, q and physical parameters.

Remark 1.1. The result established by Theorem1.1 is also valid for the linear
system (1.7)-(1.9).

The sketch proof of Theorem1.1 can be found in [9].
The phase-field transition system (1.1)-(1.2) with constant physical parameters,

subject to the non-homogeneous Cauchy-Neumann boundary conditions for un-
known u, namely: ∂

∂νu + hu = w(t, x) on Σ, has been analyzed in [8] and [9].
Endowed with dynamic boundary conditions and singular potentials, the system
(1.1)-(1.2) was treated in [12].

Numerical investigations of the phase-field subject to different boundary con-
ditions, can be found in [2, 13, 15, 21], where finite difference scheme is used, and
[8, 16,18–20] which authors use finite element method (fem).

For other detailed discussions on the phase-field transition system we refer to
[2, 8–13,15–24] and references there in.

In order to approximate the nonlinear problem let’s associate to (1.1)–(1.3) for
every ε > 0 the following approximating scheme (see also [8, 15,16,22]):

Cp
∂

∂t
uε +

ℓ

2

∂

∂t
φε = k∆uε + f(t, x) in Qε

i = (iε, (i+ 1)ε)× Ω

αξ
∂

∂t
φε = ξ∆φε +

1

2ξ
φε + sξu

ε + g(t, x) in Qε
i ,

(1.7)


k
∂

∂ν
uε + huε = w1(t, x) on Σε

i = (iε, (i+ 1)ε)× ∂Ω

ξ
∂

∂ν
φε + c0φ

ε = w2(t, x) on Σε
i ,

(1.8)
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uε+(iε, x) = uε−(iε, x) uε−(0, x) = u0(x) on Ω

φε
+(iε, x) = z((i+ 1)ε, φε

−(iε, x)) on Ω,
(1.9)

below where z(·, φε
−(iε, x)) is the solution of Cauchy problem: z′(s) +

1

2ξ
z3(s) = 0, s ∈ (iε, (i+ 1)ε),

z(iε) = φε
−(iε, x), φ

ε
−(0, x) = φ0(x),

(1.10)

for i = 0, 1, · · · ,Mε − 1, with Mε =
[
T
ε

]
, Qε

Mε−1 = [(Mε − 1)ε, T ]× Ω, φε
+(iε, x) =

lim
t↓iε

φε(t, x) and φε
−(iε, x) = lim

t↑iε
φε(t, x).

Definition 1.1. By weak solution of the nonlinear system (1.1)-(1.3) we mean a
pair of functions u, φ ∈ L2([0, T ];H1(Ω)) ∩L∞(Q) which satisfies (1.1)-(1.3) in the
following sense:∫

Q

(
Cp

∂

∂t
u+

ℓ

2

∂

∂t
φ

)
ϕdx dt+ k

∫
Q

∇u∇ϕdx dt+ h

∫
Σ

uϕdγ dt

=

∫
Σ

w1ϕdγ dt+

∫
Q

fϕdx dt,

(1.11)

αξ

∫
Q

(
∂

∂t
φ

)
ψ dx dt+ ξ

∫
Q

∇φ∇ψdx dt+ c0

∫
Σ

φψdγ dt

=

∫
Σ

w2ψdγ dt+
1

2ξ

∫
Q

(φ− φ3)ψ dx dt+ sξ

∫
Q

uψ dx dt+

∫
Q

gψ dx dt,

(1.12)

∀ϕ, ψ ∈ L2([0, T ];H1(Ω)) and u(0, x) = u0(x), φ(0, x) = φ0(x) in Ω.

Definition 1.2. By weak solution of the linear system (1.7)-(1.9) we mean a pair of
functions u, φ ∈ L2([0, T ];H1(Ω))∩L∞(Q) which satisfies (1.7)-(1.9) in the following
sense: ∫

Q

(
Cp

∂

∂t
uε +

ℓ

2

∂

∂t
φε

)
ϕdx dt+ k

∫
Q

∇uε∇ϕdx dt+ h

∫
Σ

uεϕdγ dt

=

∫
Σ

w1ϕdγ dt+

∫
Q

fϕdx dt,

(1.13)

αξ

∫
Q

(
∂

∂t
φε

)
ψ dx dt+ ξ

∫
Q

∇φε∇ψdx dt+ c0

∫
Σ

φεψdγ dt

=

∫
Σ

w2ψdγ dt+
1

2ξ

∫
Q

φεψ dx dt+ sξ

∫
Q

uεψ dx dt+

∫
Q

gψ dx dt.

(1.14)

∀ϕ, ψ ∈ L2([0, T ];H1(Ω)) and uε−(0, x) = u0(x), φ
ε
−(0, x) = φ0(x) in Ω.

The symbol
∫
Q

above denotes the duality between L2([0, T ];H1(Ω)) and L2([0, T ];

H1(Ω)′).
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Remark 1.2. We choose u, φ ∈ L2([0, T ];H1(Ω)) ∩ L∞(Q) in Definitions 1.1 and
1.2 making use of the continuous embedding W 1,2

p (Q) ⊂ L∞(Q) when n = 2, p > 2
(see Theorem1.1) which is relevant for industrial applications. Such a choice can
be made also in the case n = 3, p > 5

2 (see also [9]).

Throughout this paper when is not clearly precised, we will denote by C a
constant which may change from line to line.

This paper is divided as follows: we start by giving the convergence of the
linear approximating scheme (1.7)-(1.9) associated to the nonlinear transition sys-
tem (1.1)-(1.3) and finish by a numerical algorithm in the 2D case and industrial
implementation.

2. Convergence and weak stability of the approxi-
mating scheme

In this section, we will prove the convergence of the iterative scheme (1.7)-(1.10) of
fractional steps type for the phase-field transition system (1.1)-(1.3). We have

Theorem 2.1. Let Ω ⊂ Rn (n ≤ 3) be a bounded domain with a smooth bound-

ary. Assume that u0(x) ∈ W
2− 2

p
p (Ω), φ0(x) ∈ W

2− 2
q

∞ (Ω), satisfying k ∂
∂νu0(x) +

hu0(x) = w1(0, x), ξ
∂
∂νφ0(x) + c0φ0(x) = w2(0, x) on ∂Ω and w1(t, x), w2(t, x) ∈

W
1− 1

2p ,2−
1
p

p (Σ). Let (uε, φε) be the solution of the approximating scheme (1.7)-(1.9).
Then for ε→ 0, one has

(uε, φε) → (u⋆, φ⋆) strongly in L2(Ω) for any t ∈ (0, T ], (2.1)

where u⋆, φ⋆ ∈ L2([0, T ];H1(Ω)) is the weak solution to the nonlinear phase tran-
sition system (1.1)-(1.3).

The following lemmas, which targets the Cauchy problem (1.10) and which
are very useful in the proof of the main result of this Section (Theorem2.1) were
established for the first time in the work [16]. For reader convenience we fully
reproduce their proofs.

Lemma 2.1. If φε
−(iε, x) ∈ L∞(Ω), i = 0, 1, ...,Mε−1, then z((i+1)ε, x) ∈ L∞(Ω).

Proof. From the Cauchy problem (1.10), using the method of separation of vari-
ables and integrating on (iε, (i+ 1)ε), we get

z2((i+ 1)ε, x) =
ξ z2(iε, x)

ε z2(iε, x) + ξ
,

i.e, by (1.10)2

z2((i+ 1)ε, x) =
ξ φε

−(iε, x)
2

εφε
−(iε, x)

2 + ξ
. (2.2)

This gives us

z2((i+ 1)ε, x) ≤ φε
−(iε, x)

2, a.e x ∈ Ω. (2.3)

Since φε
−(iε, x) ∈ L∞(Ω), we conclude that z((i + 1)ε, x) ∈ L∞(Ω) for all i ∈

{0, 1, ...,Mε − 1}.
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Lemma 2.2. For i = 0, 1, ...,Mε − 1, the estimate below holds

∥φε
+(iε, x)∥2L2(Ω) ≤ ∥φε

−(iε, x)∥2L2(Ω). (2.4)

Proof. The proof follows directly to Lemma2.1. In fact, using (2.3) and relation
(1.9)2, we deduce

∥φε
+(iε, x)∥2L2(Ω) ≤ ∥φε

−(iε, x)∥2L2(Ω)

as claimed.

Lemma 2.3. For i = 0, 1, ...,Mε − 1, the estimate below holds

∥∇φε
+(iε, x)∥L2(Ω) ≤ ∥∇φε

−(iε, x)∥L2(Ω). (2.5)

Proof. Let us set θ(t, x) = ∇z(t, x). Thus (1.10) becomes

θ′(s, x) +
3

2ξ
θz2(s, x) = 0, s ∈ (iε, (i+ 1)ε),

θ(iε, x) = ∇φε
−(iε, x).

(2.6)

The solution of (2.6) is then

θ((i+ 1)ε, x) = e

(i+1)ε∫
iε

− 3
2ξ z

2(t,.)dt
θ(iε, x). (2.7)

After a small majoration, the proof is well done.

Lemma 2.4. The following estimate holds

∥z(ε, x)− φε
−(iε, x)∥L2(Ω) ≤ εL, (2.8)

where L > 0 is a constant depending on Ω, ∥φε
−∥L∞(Ω) and on the parameter ξ.

Proof. From (1.10), using the inequality (a3 − b3)(a− b) ≥ 0 ∀a, b ∈ R, we have

1

2

d

dt
|z(t, x)− z(iε, x)|2 ≤− 1

2ξ
z3(t, x)

(
z(t, x)− z(iε, x)

)
≤− 1

2ξ
z3(iε, x)

(
z(t, x)− z(iε, x)

)
.

(2.9)

Integrating (2.9) on (iε, (i+ 1)ε), we get

|z((i+ 1)ε, x)− z(iε, x)| ≤ ε

2ξ
|z3(iε, x)| = ε

2ξ
|φε

−(iε, x)
3|. (2.10)

Hence
∥z(ε, x)− φε

−(iε, x)∥L2(Ω) ≤ εL,

where L > 0 is a constant depending on Ω, ∥φε
−∥L∞(Ω) and on the parameter ξ.

Proof of Theorem2.1. Consider i = 0. In this case, from lemma2.1 we de-
rive that the the solution of the Cauchy problem (1.10) z((i + 1)ε, x) belongs to

L∞(Ω). Since W
2− 2

p
∞ (Ω) ⊂ W 1

∞(Ω) then z((i + 1)ε, x) ∈ W 1
∞(Ω). Using Re-

mark 1.1 to the problem (1.7)-(1.9) we ensure the existence of a solution uε, φε ∈
W 1,2

p (Qε
0)∩L∞(Qε

0)×W 1,2
ν (Qε

0)∩L∞(Qε
0). Thus, by induction φε

−(iε, x) ∈ L∞(Ω),
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i = 1, 2, ...,Mε − 1. Finally, we deduce that problem (1.7)-(1.9) has the solution
uε, φε ∈W 1,2

p (Qε
i ) ∩ L∞(Qε

i )×W 1,2
ν (Qε

i ) ∩ L∞(Qε
i ), for all i ∈ {0, 1, ...,Mε − 1}.

Let us now complete our reasoning by giving some a priori estimates in Qε
i , i =

0, 1, ...,Mε − 1.
Multiplying (1.7)1 by 2

ℓ sξu
ε and (1.7)2 by φε

t , using Green’s formula and inte-
grating by parts, we obtain

2Cp

ℓ
sξ
d

dt

∫
Ω

|uε|2dx+ sξ

∫
Ω

φε
tu

ε dx+
2k

ℓ
sξ

∫
Ω

|∇uε|2dx+
2h

ℓ
sξ

∫
∂Ω

|uε|2dγ

=
2

ℓ
sξ

∫
∂Ω

w1 u
ε dγ +

2

ℓ
sξ

∫
Ω

f uε dx,
(2.11)

αξ

∫
Ω

|φε
t |2dx+

ξ

2

d

dt

∫
Ω

|∇φε|2dx+
c0
2

d

dt

∫
∂Ω

|φε|2dγ

=
1

4ξ

d

dt

∫
Ω

|φε|2dx+ sξ

∫
Ω

φε
tu

ε dx+

∫
∂Ω

w2 φ
ε
t dγ +

∫
Ω

g φε
t dx.

(2.12)

Using Hölder’s inequality

2

ℓ
sξ

∫
∂Ω

w1 u
ε dγ ≤ 2h

ℓ
sξ

∫
∂Ω

|uε|2 dγ +
sξ
2ℓh

∫
∂Ω

|w1|2 dγ, (2.13)

∫
Ω

g φε
t dx ≤ αξ

2

∫
Ω

|φε
t |2 dx+

1

2αξ

∫
Ω

|g|2 dx. (2.14)

Hence, adding (2.11)-(2.12) and making use (2.13)-(2.14), we obtain

2Cp

ℓ
sξ
d

dt

∫
Ω

|uε|2dx+
2k

ℓ
sξ

∫
Ω

|∇uε|2dx+
αξ

2

∫
Ω

|φε
t |2dx

+
ξ

2

d

dt

∫
Ω

|∇φε|2dx+
c0
2

d

dt

∫
∂Ω

|φε|2dγ

≤ sξ
2ℓh

∫
∂Ω

|w1|2 dγ +
2

ℓ
sξ

∫
Ω

f uε dx+
1

4ξ

d

dt

∫
Ω

|φε|2dx+

∫
∂Ω

w2 φ
ε
t dγ

+
1

2αξ

∫
Ω

|g|2 dx.

(2.15)

Multiplying (1.7)2 by 1
αξ2φ

ε, integrating over Ω and using Green’s formula we get

1

2ξ

d

dt

∫
Ω

|φε|2dx+
1

αξ

∫
Ω

|∇φε|2dx+
c0
αξ2

∫
∂Ω

|φε|2dγ

=
1

αξ2

∫
∂Ω

w2φ
ε dγ +

1

2αξ3

∫
Ω

|φε|2dx+
sξ
αξ2

∫
Ω

uεφε dx+
1

αξ2

∫
Ω

gφε dx.

(2.16)

Using again Hölder’s inequality

1

α

∫
∂Ω

w2 φ
ε dγ ≤ c0

αℓ

∫
∂Ω

|φε|2 dγ +
1

4c0α

∫
∂Ω

|w2|2 dγ, (2.17)
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from (2.16) and (2.17) we obtain,

1

2ξ

d

dt

∫
Ω

|φε|2dx+
1

αξ

∫
Ω

|∇φε|2dx

≤ 1

4c0αξ2

∫
∂Ω

|w2|2 dγ +
1

2αξ3

∫
Ω

|φε|2dx+
sξ
αξ2

∫
Ω

uεφε dx+
1

αξ2

∫
Ω

gφε dx.

(2.18)

Adding (2.15) and (2.18) and performing with Cauchy’s inequality, we obtain

∂

∂t

[
2Cp

ℓ
sξ

∫
Ω

|uε|2dx+
ξ

2

∫
Ω

|∇φε|2dx+
1

4ξ

∫
Ω

|φε|2dx+
c0
2

∫
∂Ω

|φε|2dγ
]

+
2k

ℓ
sξ

∫
Ω

|∇uε|2dx+
αξ

2

∫
Ω

|φε
t |2dx+

1

αξ

∫
Ω

|∇φε|2dx

≤
∫
∂Ω

w2 φ
ε
t dγ + C

{∫
Ω

|φε|2dx+

∫
Ω

|uε|2dx+

∫
∂Ω

|w1|2dγ

+

∫
∂Ω

|w2|2dγ +

∫
Ω

|f |2dx+

∫
Ω

|g|2dx
}
.

(2.19)

Integrating over (0, ε) gives

2Cp

ℓ
sξ∥uε(ε)∥2L2(Ω) +

1

4ξ
∥φε

−(ε)∥2L2(Ω) +
ξ

2
∥∇φε

−(ε)∥2L2(Ω) +
c0
2
∥φε

−(ε)∥2L2(∂Ω)

+
2k

ℓ
sξ

ε∫
0

∥∇uε∥2L2(Ω)ds+
1

αξ

ε∫
0

∥∇φε∥2L2(Ω)ds+
αξ

2

ε∫
0

∥φε
t∥2L2(Ω)ds

≤ 2Cp

ℓ
sξ∥uε0∥2L2(Ω) +

1

4ξ
∥φε

0∥2L2(Ω) +
ξ

2
∥∇φε

0∥2L2(Ω) +
c0
2
∥φε

0∥2L2(∂Ω)

+

∫
Σε

0

w2 φ
ε
t dγ ds+ C

{ ε∫
0

∥φε(s)∥2L2(Ω)ds+

ε∫
0

∥uε(s)∥2L2(Ω)ds

+ ∥w1∥2L2(Σε
0)
+ ∥w2∥2L2(Σε

0)
+ ∥f∥2L2(Qε

0)
+ ∥g∥2L2(Qε

0)

}
.

(2.20)

We now focus on the right term
∫
Σε

0
w2 φ

ε
t dγ ds in the previous inequality. We have∫

Σε
0

w2φ
ε
tdγ ds =

∫
Σε

0

∂

∂t

(
w2φ

ε
)
dγ ds−

∫
Σε

0

w′
2φ

ε dγ ds (2.21)

and ∫
∂Ω

w2φ
εdγ ≤ 1

c0

∫
∂Ω

|w2|2dγ +
c0
4

∫
∂Ω

|φε|2dγ,

∫
Σε

0

w′
2φ

ε dγ ds ≤ 1

2

∫
Σε

0

|φε|2dγ ds+ 1

2

∫
Σε

0

|w′
2|2dγ ds.

(2.22)
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Combining (2.20), (2.21) and (2.22), we obtain

2Cp

ℓ
sξ∥uε(ε)∥2L2(Ω) +

1

4ξ
∥φε

−(ε)∥2L2(Ω) +
ξ

2
∥∇φε

−(ε)∥2L2(Ω) +
c0
4
∥φε

−(ε)∥2L2(∂Ω)

+
2k

ℓ
sξ

∫ ε

0

∥∇uε∥2L2(Ω)ds+
1

αξ

ε∫
0

∥∇φε∥2L2(Ω)ds+
αξ

2

ε∫
0

∥φε
t∥2L2(Ω)ds

≤ 2Cp

ℓ
sξ∥uε0∥2L2(Ω) +

1

4ξ
∥φε

0∥2L2(Ω) +
ξ

2
∥∇φε

0∥2L2(Ω) +
c0
4
∥φε

0∥2L2(∂Ω)

+ C

{ ε∫
0

∥φε(s)∥2L2(Ω)ds+

ε∫
0

∥φε(s)∥2L2(∂Ω)ds+

ε∫
0

∥uε(s)∥2L2(Ω)ds

+ ∥w1∥2L2(Σε
0)
+ ∥w′

2∥2L2(Σε
0)
+ ∥w2∥2L2(Σε

0)
+ ∥f∥2L2(Qε

0)
+ ∥g∥2L2(Qε

0)

}
.

(2.23)

Similarly for Qε
i , i = 1, 2, ...,Mε − 2,

2Cp

ℓ
sξ∥uε((i+ 1)ε)∥2L2(Ω) +

1

4ξ
∥φε

−((i+ 1)ε)∥2L2(Ω) +
ξ

2
∥∇φε

−((i+ 1)ε)∥2L2(Ω)

+
c0
4
∥φε

−((i+ 1)ε)∥2L2(∂Ω) +
2k

ℓ
sξ

(i+1)ε∫
iε

∥∇uε∥2L2(Ω)ds

+
1

αξ

(i+1)ε∫
iε

∥∇φε∥2L2(Ω)ds+
αξ

2

(i+1)ε∫
iε

∥φε
t∥2L2(Ω)ds

≤ 2Cp

ℓ
sξ∥uε(iε)∥2L2(Ω) +

1

4ξ
∥φε

+(iε)∥2L2(Ω) +
ξ

2
∥∇φε

+(iε)∥2L2(Ω)

+
c0
4
∥φε

+(iε)∥2L2(∂Ω) + C

{∫ (i+1)ε

iε

∥φε(s)∥2L2(Ω)ds+

∫ (i+1)ε

iε

∥φε(s)∥2L2(∂Ω)ds

+

∫ (i+1)ε

iε

∥uε(s)∥2L2(Ω)ds+ ∥w1∥2L2(Σε
i )
+ ∥w′

2∥2L2(Σε
i )
+ ∥w2∥2L2(Σε

i )

+ ∥f∥2L2(Qε
i )
+ ∥g∥2L2(Qε

i )

}
.

(2.24)

Again to QT
Mε−1,

2Cp

ℓ
sξ∥uε(T )∥2L2(Ω) +

1

4ξ
∥φε

−(T )∥2L2(Ω) +
ξ

2
∥∇φε

−(T )∥2L2(Ω)

+
c0
4
∥φε

−(T )∥2L2(∂Ω) +
2k

ℓ
sξ

T∫
Mε−1

∥∇uε∥2L2(Ω)ds+
1

αξ

T∫
Mε−1

∥∇φε∥2L2(Ω)ds

+
αξ

2

T∫
Mε−1

∥φε
t∥2L2(Ω)ds
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≤ 2Cp

l
sξ∥uε((Mε − 1)ε)∥2L2(Ω) +

1

4ξ
∥φε

+((Mε − 1)ε)∥2L2(Ω)

+
ξ

2
∥∇φε

+((Mε − 1)ε)∥2L2(Ω) +
c0
4
∥φε

+((Mε − 1)ε)∥2L2(∂Ω)

+ C

{ T∫
Mε−1

∥φε(s)∥2L2(Ω)ds+

T∫
Mε−1

∥φε(s)∥2L2(∂Ω)ds+

T∫
Mε−1

∥uε(s)∥2L2(Ω)ds

+ ∥w1∥2L2(ΣT
Mε−1)

+ ∥w′
2∥2L2(ΣT

Mε−1)
+ ∥w2∥2L2(ΣT

Mε−1)
+ ∥f∥2L2(QT

Mε−1)

+ ∥g∥2L2(QT
Mε−1)

}
.

(2.25)

Considering inequalities (2.4) and (2.5) given respectively by Lemmas 2.2 and 2.3,
we remark

E1
ie +

1

4ξ
∥φε

+((i+ 1)ε)∥2L2(Ω) +
c0
4
∥φε

+((i+ 1)ε)∥2L2(∂Ω) +
ξ

2
∥∇φε

+((i+ 1)ε)∥2L2(Ω)

≤E1
ie +

1

4ξ
∥φε

−((i+ 1)ε)∥2L2(Ω) +
c0
4
∥φε

−((i+ 1)ε)∥2L2(∂Ω) +
ξ

2
∥∇φε

−((i+ 1)ε)∥2L2(Ω)

≤E2
ie + ∥φε

+(iε)∥2L2(Ω) + ∥φε
+(iε)∥2L2(∂Ω) + ∥∇φε

+(iε)∥2L2(Ω),

(2.26)

where

E1
ie =

2Cp

ℓ
sξ∥uε((i+ 1)ε)∥2L2(Ω) +

2k

ℓ
sξ

(i+1)ε∫
iε

∥∇uε∥2L2(Ω)ds

+
1

αξ

(i+1)ε∫
iε

∥∇φε∥2L2(Ω)ds+
αξ

2

(i+1)ε∫
iε

∥φε
t∥2L2(Ω)ds

(2.27)

and

E2
ie =

2Cp

ℓ
sξ∥uε(iε)∥2L2(Ω) + C

{ (i+1)ε∫
iε

∥φε(s)∥2L2(Ω)ds

+

(i+1)ε∫
iε

∥φε(s)∥2L2(∂Ω)ds+

(i+1)ε∫
iε

∥uε(s)∥2L2(Ω)ds+ ∥w1∥2L2(Σε
i )

+ ∥w′
2∥2L2(Σε

i )
+ ∥w2∥2L2(Σε

i )
+ ∥f∥2L2(Qε

i )
+ ∥g∥2L2(Qε

i )

}
.

(2.28)

Adding (2.23), (2.25), (2.26) and doing some calculations

2Cp

ℓ
sξ∥uε(T )∥2L2(Ω) +

1

4ξ
∥φε

−(T )∥2L2(Ω) +
ξ

2
∥∇φε

−(T )∥2L2(Ω) +
c0
4
∥φε

−(T )∥2L2(∂Ω)

+
2k

ℓ
sξ

T∫
0

∥∇uε∥2L2(Ω)ds+
1

αξ

T∫
0

∥∇φε∥2L2(Ω)ds+
αξ

2

Mε−1∑
i=0

∫ (i+1)ε

iε

∥φε
t∥2L2(Ω)ds
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≤ 2Cp

ℓ
sξ∥u0∥2L2(Ω) +

1

4ξ
∥φ0∥2L2(Ω) +

ξ

2
∥∇φ0∥2L2(Ω) +

c0
4
∥φ0∥2L2(∂Ω)

+ C

{ T∫
0

∥φε(s)∥2L2(Ω)ds+

T∫
0

∥φε(s)∥2L2(∂Ω)ds+

T∫
0

∥uε(s)∥2L2(Ω)ds+ ∥w1∥2L2(Σ)

+ ∥w′
2∥2L2(Σ) + ∥w2∥2L2(Σ) + ∥f∥2L2(Q) + ∥g∥2L2(Q)

}
.

(2.29)

Continuing by applying Gronwall inequality, we finally deduce

T∫
0

∥∇uε∥2L2(Ω)ds+

T∫
0

∥∇φε∥2L2(Ω)ds+

T∫
0

∥φε
t∥2L2(Ω)ds+

T∫
0

∥φε(s)∥2L2(∂Ω)ds ≤ C,

(2.30)
where C does not depend to ε and Mε.

Furthermore multiplying (1.7)1 by uεt , using Green’s formula and integrating
over [iε, (i+ 1)ε], i = 0 · · ·Mε − 1, we get

Cp

∫
Qε

i

|uεt |2dxds+
k

2

∫
Ω

|∇uε|2dxds+ h

2

∫
∂Ω

|uε|2dγ +
ℓ

2

∫
Qε

i

φε
tu

ε
tdxds

=

∫
Σε

i

w1u
ε
t dxds+

∫
Qε

i

fuεt dxds.

(2.31)

Using Hölder’s inequality

ℓ

2

∫
Qε

i

φε
tu

ε
tdxds ≤

Cp

4

∫
Qε

i

|uεt |2dxds+
ℓ2

4Cp

∫
Qε

i

|φε
t |2dxds,

∫
Qε

i

fuεtdxds ≤
Cp

4

∫
Qε

i

|uεt |2dxds+
1

Cp

∫
Qε

i

|f |2dxds.
(2.32)

From (2.30),(2.31),(2.32) and after summing

Cp

2

∫
Q

|uεt |2dxds+
k

2

∫
Ω

|∇uε|2dxds+ h

2

∫
∂Ω

|uε|2dγ ≤ C +

∫
Σ

w1u
ε
t dxds. (2.33)

Since ∫
Σ

w1u
ε
tdγ ds =

∫
Σ

∂

∂t

(
w1u

ε
)
dγ ds−

∫
Σ

w′
1u

ε dγ ds (2.34)

and ∫
∂Ω

w1u
εdγ ≤ 1

h

∫
∂Ω

|w1|2dγ +
h

4

∫
∂Ω

|uε|2dγ

∫
Σ

w′
1u

ε dγ ds ≤ 1

2

∫
Σ

|uε|2dγ ds+ 1

2

∫
Σ

|w′
1|2dγ ds.

(2.35)
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Performing (2.33) by using (2.32)-(2.34) and Gronwall’s inequality, we obtain∫
Q

|uεt |2dxds+
∫
Ω

|∇uε|2dxds+
∫
∂Ω

|uε|2dγ ≤ C, (2.36)

where C does not depend to ε and Mε. Due to estimate (2.8) we have

Mε−1∑
i=0

∥φε
+(iε, x)− φε

−(iε, x)∥L2(Ω) ≤ TL = C1

Mε−1∑
i=0

∥φε
+(iε, x)− φε

−(iε, x)∥L2(∂Ω) ≤ C2,

(2.37)

where C1 and C2 do not depend on Mε and ε.
Adding (2.30), (2.36) and (2.37), we deduce

T

V 1
0
φε +

T

V 2
0
φε +

T∫
0

∥uεt (t)∥2L2(Ω)dt+

T∫
0

∥φε
t (t)∥2L2(Ω)dt

+

T∫
0

∥∇uε∥2L2(Ω)dt+

T∫
0

∥∇φε∥2L2(Ω)dt ≤ C, ε > 0,

(2.38)

where V 1T0 φ
ε and V 2T0 φ

ε stand respectively for the variation of φε : [0, T ] → L2(Ω)
and φε : [0, T ] → L2(∂Ω). Since the injection of L2(Ω) into H−1(Ω) is compact
and the set {φε

t (t)} is bounded in L2(Ω) for every t ∈ [0, T ], we deduce that there
exists (Helly-Foiaş theorem) a bounded variation φ∗(t) ∈ BV ([0, T ];H−1(Ω)) and
a subsequence φε(t) such that

φε(t) → φ∗(t) strongly in H−1(Ω) for every t ∈ [0, T ]. (2.39)

In addition we deduce from (2.38)

φε → φ∗ weakly in L2(0, T ;H1(Ω)). (2.40)

Remember that due to the compact embedding of H1(Ω) into L2(Ω) then (see [5])
for each κ > 0, there exists some constant cκ depending on κ (and on the spaces
H1(Ω), H−1(Ω), L2(Ω)) such that

∥φε(t)− φ∗(t)∥L2(Ω) ≤ κ∥φε(t)− φ∗(t)∥H1(Ω) + cκ∥φε(t)− φ∗(t)∥H−1(Ω), (2.41)

∀ε > 0 and ∀t ∈ [0, T ], where cκ → 0 as κ→ 0.
Using (2.39)-(2.41), we get

φε → φ∗ strongly in L2(Ω) for any t ∈ [0, T ]. (2.42)

Therefore, by (1.7) and (2.38) we also have

T∫
0

∥∆φε∥L2(Ω) dt ≤ C, ∀t ∈ [0, T ],

T∫
0

∥∆uε∥L2(Ω) dt ≤ C, ∀t ∈ [0, T ],

(2.43)
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and also

∥φε∥L2(0,T ;H2(Ω)) ≤ C

∥uε∥L2(0,T ;H2(Ω)) ≤ C.
(2.44)

Hence, due to the inclusionH2(Ω) ⊂ H1(Ω) is compact, we get that the sequence
{uε} is compact in L2(0, T ;H1(Ω)). Thus, up to a subsequence denoted uε, we get

uε → u∗ strongly in L2([0, T ];H1(Ω)),

uε → u∗ weakly in L2([0, T ];H2(Ω)),

uεt → u∗t weakly in L2([0, T ];L2(Ω))

(2.45)

and, by the Ascoli-Arzelà theorem

uε → u∗ strongly in C([0, T ];L2(Ω)). (2.46)

Our assertion (2.1) holds true from (2.42) and (2.46). This achieves the proof
of Theorem 2.1.

As regards the unknwown functions u∗(t), φ∗(t), one can prove as in [6] that it
is absolutely continuous in t on [0, T ] and satisfies a.e the phase-field system (1.1)-
(1.3), which means that the pair (u∗(t), φ∗(t)) is a strong solution to our nonlinear
problem. So, Theorem2.1 can be regarding as a constructive way to prove the
existence and regularity of solutions for the nonlinear parabolic system (1.1)-(1.3).

Corollary 2.1. Let u0, φ0 ∈ W
2− 2

p
∞ (Ω) satisfying k ∂

∂νu0(x) + hu0(x) = w1(0, x),

ξ ∂
∂νφ0(x) + c0φ0(x) = w2(0, x) and w1(t, x), w2(t, x) ∈ W

1− 1
2p ,2−

1
p

p (Σ). Then

(u⋆, φ⋆) ∈
(
L2([0, T ];H1(Ω)) ∩ L∞(Q)

)2
is a weak solution of nonlinear system

(1.1)-(1.3).

3. Approximation of phase-field transition system
in 2D by finite element method Algorithm Armel-
fracfem2D

In this Section we are concerned with the numerical approximation of the weak
solution corresponding with (1.7)-(1.9) (see Definition 1.2) by finite element method
(fem) i.e. with the numerical approximation of the weak solution of the following
equations: (

Cp u
ε
t +

ℓ

2
φε
t , ϕ

)
+ k(∇uε,∇ϕ) + h

∫
∂Ω

uεϕdxdy

=

∫
∂Ω

w1(·, x, y)ϕdxdy +
∫
Ω

fϕ dxdy ∀ϕ ∈ H1(Ω), a.e. in [0, T ],

(3.1)

αξ(φε
t , ψ) + ξ(∇φε,∇ψ) + c0

∫
∂Ω

uεψ dxdy

=

∫
∂Ω

w2(·, x, y)ψ dxdy +
1

2ξ
(φε, ψ) + sξ(u

ε, ψ) +

∫
Ω

gψ dxdy

∀ψ ∈ H1(Ω), a.e. in [0, T ],

(3.2)
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together with the initial conditions

u(0, x) = u0(x), φ(0, x) = φ0(x), x ∈ Ω. (3.3)

In (3.1)-(3.2), (·, ·) denotes the scalar product in L2(Ω).

Considering M = Mε as the number of equidistant nodes in which is divided
the time-interval [0, T ], we set

ε = dt = T/M, ti = i dt, i = 0, 1, 2, . . . ,M.

We assume that Ω ⊂ R2 is a polygonal domain. Let Tρ be the triangulation
(mesh) over Ω and Ω̄ = ∪{K, K ∈ Tρ} and let Nj = (xk, yl), j = 1, nn, be the
nodes associated to Tρ. If we denote by Vnn the corresponding finite element space
to Tρ then, the basis functions {bj}nnj=1 of Vnn are defined by

bj(Ni) = δji, i, j = 1, nn,

and
Vnn = SPAN {b1, b2, ..., bnn}.

We say that the function v(x, y) belongs to Vnn only if it can be expressed as

v(x, y) =
nn∑
l=1

clbl(x, y), (x, y) ∈ Ω̄.

For i = 1,M , we denote by ui and φi the Vnn interpolant of uε and φε, respec-
tively. Then ui, φi ∈ Vnn and

ui(x, y) =
nn∑
l=1

uilbl(x, y), i = 1,M, (3.4)

φi(x, y) =

nn∑
l=1

φi
lbl(x, y), i = 1,M, (3.5)

where the unknowns uil = uε(ti, Nl), φ
i
l = φε(ti, Nl), i = 1,M , l = 1, nn, represents

the discrete solution of (3.10)-(3.11) below.
Let now U, Φ ∈ Vnn be two arbitrary functions, i.e.

U(x, y) =
nn∑
l=1

Ulbl(x, y), (3.6)

Φ(x, y) =
nn∑
l=1

Φlbl(x, y). (3.7)

Using an implicit (backward) finite difference scheme in time and taking into
account the above notations, we introduce the discrete equations corresponding to
(3.1)-(3.2) as follows (i = 1,M)

Cp(u
i, U) +

ℓ

2
(φi, U) + dt k(∇ui,∇U) + dt h

∫
∂Ω

uiU dxdy

= dt

∫
∂Ω

wi
1U dxdy + Cp(u

i−1, U) +
ℓ

2
(φi−1, U) + dt

∫
Ω

f U dxdy,

(3.8)
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αξ(φi,Φ) + dtξ(∇φi,∇Φ) + dt c0

∫
∂Ω

φiΦ dxdy

= dt

∫
∂Ω

wi
2Φ dxdy +

dt

2ξ
(φi,Φ) + dt sξ(u

i,Φ) + αξ(φi−1,Φ) + dt

∫
Ω

gΦ dxdy,

(3.9)

∀ U, Φ ∈ Vnn, with wi
1 = w1(ti, ·), wi

2 = w2(ti, ·). Replaying (3.4)-(3.7) in (3.8)-

(3.9), we get

Cp

nn∑
k=1

Uk

(
nn∑
l=1

uil

∫
Ω

bkbl dxdy

)
+
ℓ

2

nn∑
k=1

Uk

(
nn∑
l=1

φi
l

∫
Ω

bkbl dxdy

)

+ dt k
nn∑
k=1

Uk

(
nn∑
l=1

uil

∫
Ω

∇bk∇bl dxdy

)
+ dt h

nn∑
k=1

Uk

(
nn∑
l=1

uil

∫
∂Ω

bkbl dxdy

)

= dt

nn∑
k=1

Uk

(
nn∑
l=1

wi
1l

∫
∂Ω

bkbl dxdy

)
+ Cp

nn∑
k=1

Uk

(
nn∑
l=1

ui−1
l

∫
Ω

bkbl dxdy

)

+
ℓ

2

nn∑
k=1

Uk

(
nn∑
l=1

φi−1
l

∫
Ω

bkbl dxdy

)
+ dt

nn∑
k=1

Uk

(
nn∑
l=1

f il

∫
Ω

bkbl dxdy

)
,

(3.10)

αξ

nn∑
k=1

Φk

(
nn∑
l=1

φi
l

∫
Ω

bkbl dxdy

)
+ dtξ

nn∑
k=1

Φk

(
nn∑
l=1

φi
l

∫
Ω

∇bk∇bl dxdy

)

+ dt c0

nn∑
k=1

Φk

(
nn∑
l=1

φi
l

∫
∂Ω

bkbl dxdy

)

= dt

nn∑
k=1

Φk

(
nn∑
l=1

wi
2l

∫
∂Ω

bkbl dxdy

)
+
dt

2ξ

nn∑
k=1

Φk

(
nn∑
l=1

φi
l

∫
Ω

bkbl dxdy

)

+ dt sξ

nn∑
k=1

Φk

(
nn∑
l=1

uil

∫
Ω

bkbl dxdy

)
+ αξ

nn∑
k=1

Φk

(
nn∑
l=1

φi−1
l

∫
Ω

bkbl dxdy

)

+ dt

nn∑
k=1

Φk

(
nn∑
l=1

gil

∫
Ω

bkbl dxdy

)
,

(3.11)

for i = 1,M , where wi
1l = w1(ti, Nl), w

i
2l = w2(ti, Nl), f

i
l = f(ti, Nl), g

i
l = g(ti, Nl),

l = 1, nn.
Setting

bkl =

∫
Ω

bk(x, y)bl(x, y)dxdy, gkl =

∫
Ω

∇bk(x, y)∇bl(x, y)dxdy

B = (bkl)k,l=1,nn,

R = (rkl)k,l=1,nn, rkl = Cp.bkl + dt k.gkl,

S = (skl)k,l=1,nn, skl = αξ.bkl + dtξ.gkl −
dt

2ξ
bkl,

FR = (frkl)k,l=1,nn, frkl =

∫
∂Ω

bk(x, y)bl(x, y)dxdy,
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the system (3.10)-(3.11) can be rewritten in the matrix form asRuil +
ℓ

2
B φi

l + hdt FRuil = B
(
Cp u

i−1
l +

ℓ

2
φi−1
l + dtf il

)
+ dt FRwi

1l

S φi
l − sξ dtB u

i
l + c0dt FRφ

i
l = αξB

(
φi−1
l + dtgil

)
+ dt FRwi

2l,
(3.12)

where uil, φ
i
l, and l = 1, nn are unknown vectors corresponding to time the level i.

From the initial conditions (3.3), we have

u0(x, y)
not
= u0(x, y) =

nn∑
l=1

u0(Nl)bl(x, y),

φ0(x, y)
not
= φ0(x, y) =

nn∑
l=1

φ0(Nl)bl(x, y)

and then (see (3.4)-(3.5))

u0l = u0(Nl), φ0
l = φ0(Nl), l = 1, nn. (3.13)

The numerical algorithm to calculate the approximate solution by fractional steps
method can be obtained by the following sequence (i denotes the time level).

Begin Armel-fracfem2D
Choose T > 0 and Ω ⊂ R2;

Choose M > 0, nn > 0 and compute ε = dt, dx;
Choose u0, φ0, w1, w2, f, g;
i := 0 → Compute u0l , φ

0
l , l = 1, nn from (3.13)

For i := 1 to M do

Compute zl := z (ε,Nl) , l = 1, nn from (2.2);

φi−1 := zl, l = 1, nn;
Compute uil, φ

i
l, l = 1, nn, solving the linear system (3.12);

End-for;

End.

Before to give some details regarding the numerical implementation of the algo-
rithm Armel fracfem2D, we recall that the convergence result established by The-
orem2.1 in previous Section guarantees that the approximate solution of the linear
system (1.7)-(1.9) can be viewed as approximate solution of the nonlinear phase-field
transition solution of the nonlinear phase-field transition System (1.1)-(1.3).

As it is well known, the finite element method (fem) is a general method for
approximating the solution of boundary value problems for partial differential equa-
tions. This method is derived from the Ritz (or Gelerkin) method, characteristic for
the finite element method being the choice of the finite dimensional space, namely,
the SPAN of a set of finite element basis functions. The steps in solving a boundary
value problem using fem are:

P0. (D) The direct formulation of the problem;

P1. (V) A variational (weak) formulation for problem (D);

P2. The construction of a finite element mesh (triangulation);

P3. The construction of the finite dimensional space of test function,
called finite element basis functions;
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P4. (Vnn) A discrete analogous of (V);

P5. Assemble the linear system of equations;

P6. Solve the system obtained in P5.

In our concrete case, on the position of (D) we have the problem given by
relations (1.7)-(1.8) and, corresponding to (V), the relations (3.1)-(3.2). The next
steps (P2-P4) ending with the discrete equations corresponding to (1.7)-(1.8), i.e.
the linear system (3.12).

Corresponding to the physical parameters of the mathematical model (1.1)-
(1.3), we have used industrial values indicated in the works [19,20]. To generate the
triangulation Tρ, we consider Ω a cross-section in a slab (thin) of 1300mm×220mm.
In Figure 1, the mesh can be seen in the directions of x1 and x2 - axis of a rectangular
profile.

Figure 1. The triangulation over Ω =[0,1300]x[0,220]
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Figure 3. The values w2(t, x) on the mobile part

Figure 4. The approximate temperature u2

Figure 5. The approximate solution φ2

The initial solution u0l , φ
0
l in (3.13) was computed as solution of stationary e-

quation φt = ∆φ = 0 and as solution of Cauchy problem (1.10), respectively.
The values of w1(t, x) and w2(t, x) ∈ Σ are given as a spline interpolation (only

the mobile part of the continuous casting machine is illustrated in Figures 2 and 3,
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Figure 6. The approximate temperature u8

Figure 7. The approximate solution φ8

respectively.

We shall present now the numerical experiments implementing the conceptual
algorithm Armel fracfem2D.

Figures 4 and 6 represent the approximate solutions ui (i = 2 and i = M = 8,
respectively), while Figures 5 and 7 represent the approximate solutions φi (i = 2
and i =M = 8, respectively).

The shape of the graphs shows the numerical stability and accuracy of the results
obtained by implementing the fractional steps method (1.7) and (1.10). The most
interesting aspect that we can observe while analyzing Figures 4-7 is the presence of
supercooling and superheating phenomena (presence of solid fractions in the liquid,
for example).

The numerical solution computed by this way can be considered as an admissible
one for the corresponding boundary optimal control problem in order to improve the
process optimization of continuous casting. Generally the fractional steps method
considered here can used to approximate the solution of a nonlinear parabolic phase-
field system containing a general nonlinear part.



396 A. Andami

Acknowledgements

This article was written while A.Andami Ovono was visiting the Universitatea
Alexandru Ioan Cuza din Iasi. He wishes to thank Conf Dr Costica Morosanu
for introduction to this subject and for its warm hospitality.

References

[1] R.A. Adams, Sobolev spaces, Academic Press, Orlando, San Diego, New-York,
1975.
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[17] C. Moroşanu, On the numerical stability of the cubic splines approximation
to solution of phase-field transition system, PanAmerican Math. J., 12(2002),
31-46.
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