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OPTIMAL CONTROL FOR SYSTEMS
DESCRIBED BY HYPERBOLIC EQUATION
WITH STRONG NONLINEARITY

Simon Serovajsky

Abstract The optimization control problem for a hyperbolic equation is
considered. The system is nonlinear with respect to the state derivative. The
regularization technique for the state equation is applied. The necessary con-
ditions of optimality for the regularized control problem are proved. It uses
the extended differentiability of the control-state mapping for the regularized
equation. The convergence of the regularization method is proved. Therefore
the optimal control for the regularized problem with small enough regular-
ization parameter can be chosen as an approximate solution of the initial
optimization problem.
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1. Introduction

Optimization control problems for the systems described by Goursat — Darboux
problems for nonlinear hyperbolic equations are well known (see for example [1,5,
12-14]). The case of the standard boundary problems is not well enough researched.
Some results are obtained in [4,6,12,15,18,19]. Besides, the corresponding equa-
tions are nonlinear as a rule with respect to the state functions but not to its
derivatives. Necessary conditions of optimality for nonlinear hyperbolic equations
including nonlinearity with respect to the time derivative of the state function were
considered by D. Tiba [19]. However he has an integral nonsmooth nonlinear term
(see [19], equality (3.8), p.42). Thus the control systems for hyperbolic equations
with standard strong nonlinearities are not researched in really as yet. We consider
an optimization problem for the system described by the first boundary problem
for the second order hyperbolic equation. It is nonlinear with respect to the time
derivative of the state function. The partial case of this problem was considered
in [16].

There are two classes of the analysis of optimization control problems. The state
equation is a mean for the implicit determination of the control-state mapping for
the first methods class. Then the minimization problem of the given functional
on the admissible controls set can be solved with using of standard optimality
conditions, for example, variational inequalities, see [9]. However the state equation
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is interpreted as a constraint for the second methods class. So the state function is
not depending from the control here. Then the state functional is minimized on the
set of admissible pairs ”control-state”. Thus this problem can be solved by means
of standard constraints optimization methods, for example, Lagrange multipliers
method [4] or penalty method [6].

The first approach uses special peculiarities of the considered equations. The
corresponding optimization problem is easy enough. However it is difficult to prove
the differentiability of the control-state mapping because it is defined implicitly by
state equation. On the contrary evidently known operators only are differentiated
for the second approach. However the properties of the state equation do not used,
and the constraints are more difficult.

The mentioned preferences and shortcomings take into consideration for the
choice of the suitable method for the concrete problem. The first approach is better
if there is the advanced theory of the given equations. However the existence and
the uniqueness of solutions are absent for the singular systems. So we do not know
properties of the state function after the variation of the control. Then the first
approach can be inapplicable in this case, and the second one can be better [4,10].
The second approach is preferable also for problems with state constraints because
the state function is not depending from the control here. It can be changed directly.
Thus the using of this means is reasonable whenever we have singular systems or
state constraints. The theory of monotone operators is applicable for the given
system. Besides we do not have any state constraints. Therefore we prefer to use
the first methods class. However its practical application is difficult enough because
of the strong nonlinearity of the equation.

We cannot any possibilities to use here the known methods (see [4,6,15,18,19])
because of the difficulty for passing to limits for the justification of the necessary
optimality conditions. The analogical difficulties are overcome by means of the
extended derivatives for optimization control problem with weak nonlinearity [17].
However the corresponding adjoint equation does not have necessary a priori esti-
mates because of the strong form of the nonlinearity. This obstacle was overcome
in [16] by means of a regularization method for the partial case of the considered
problem. Unfortunately this method is inapplicable for our problem because we
permit more large class of the minimizing functional. Then the properties of the
adjoint equation are not strong enough for passing to the limit and obtaining neces-
sary conditions of optimality for the initial optimization problem. So we will prove
the extended differentiability of the control-state mapping with using of the idea
of [17]. But the properties of the state function are weak enough too. Therefore we
cannot to pass to the limit in the necessary optimality conditions of the regularized
problem for obtaining conditions of optimality for initial one. However the sequence
of optimal controls for the regularized problem is the minimizing sequence for the
given one. Hence we will find the approximate solution of the initial optimization
problem as an optimal control for the regularized problem.

2. Problem statement

Let Q be n-dimensional bounded set with boundary S, @ = Q x (0,T), ¥ = § X
(0,T). Consider the the equation

y' = Ay+ Y|Py =, (z,t) €Q (2.1)
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with homogeneous boundary conditions
Yy = 07 (I7t) € 27 (22)

y(z,0) = 0, ¥/ (x,0) = 0, x € Q, (2.3)

where p > 0, ¢y and y” are time derivatives.
Denote by Y the space of functions that equal to zero with its first time deriva-
tives for ¢ = 0 and satisfy the inclusions

Y € Loo(0,T; Hy (), ¢ € Loo(0,T5La(2)) N Ly(Q), y" € Ly(0,T;2),

where ¢ = p+2, Z=H Y(Q)+ Ly(Q), 1/q¢+1/¢ = 1. Let the operator A maps
each element y € Y to the left side of the equality (2.1). So boundary problem is
transformed to Ay = v. Define the bilinear continuous form by the equality

[, 9] = /w//dQ, Vo, €Y.
Q

So we obtain the inequality

[Ap — A, =] >0, Ve, €Y.

Thus the operator A is monotone in this sense. Therefore for any v from the
space V = L(Q) there exists a unique solution y = y[v] from Y because of the
monotone operators theory (see [3], Chapter 2, Theorem 6.1); besides the mapping
y[]: V = Y is *-weakly continuous.

Consider the functional

I(v) = /F(m,t;y[v](w,t),v(a:,t))dQ,

Q

where the function F' is known. Let U by a convex closed bounded subset of the

space V. We have the following optimization control problem.

Problem P. Find the control u € U that minimizes the functional I on the set U.
The analogical problem was considered in [16] for the case of the simple quadratic

functional.

Theorem 2.1. Let F be a Caratheodory function on the set Q x R?, besides
F(z,t;p,-) is conver for all (x,t) € Q and ¢ € R, and suppose the existence
of an increasing convex lower semicontinuous function n : Ry — R4, such that
n(o)/o — o as 0 — oo, and F(x,t;0,%) > n(|Y|) for all v € R. Then the
Problem P is solvable.

Proof. If {ux} is a minimizing sequence, then there exists its subsequence with
initial designation such that u; — u weakly in V' because of the boundedness of
U. Then ylug] — ylu] *~weakly in Y. This convergence is true after extracting
a subsequence in the sense of the strong topology of Ly(Q) and a.e. on @ by
Rellich-Kondrashov Theorem. Then I(u) < infl(uy) because of the semicontinuity
functional theorem (see [3], Chapter VIII, Theorem 2.1). So the control u is optimal.

O
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3. Regularization method

The direct obtaining of the necessary optimality conditions by means of known
methods (see, for example, [1,4-6,12-15,18,19]) is difficult enough because of the
strong form of the nonlinearity for the state equation. Particularly we do not
necessary a priory estimates of the solutions of the corresponding linearized equation
and adjoint one. Then we use the regularization (see [16]) for obtaining an additional
a priory estimate. Consider the regularized equation

— ey + Yk — Ay + [yl y = v, (2,1) €Q (3.1)

with boundary conditions
Yk = Oa (l‘,t) € Za (32)
yr(z,0) = 0, y,(2,0) = 0, z € Q, (3.3)

where g, > 0, besides £, — 0 as k — o0o. Denote by Y7 the subspace of functions
y € Y such that y' € S, where S = Ly(0,T; H} (Q)).

Lemma 3.1. For any k = 1,2,... and v € V there exists a unique solution yp =
yi[v] from Y1 of the boundary problem (3.1), (3.2) and (3.3), besides the map yi|]
V — Y7 is *weakly continuous.

Proof. Denote the operator Ay such that Ay = —ex Ay’ + Ay. Then problem
(3.1), (3.2) and (3.3) is transformed to Agyr = v. Operator Ay is monotone.
Multiplying equality (3.1) by v, , we get after integration

/ ( — ek Ay, +yy — Ayi + \yélpyk)yédw = /vykdﬂa (3.4)
Q Q

Now we have

2
I

- / Aglyids = / Vo de = [y
Q Q

1d 2
/y;cly;cdx = §$||y;(t)”2,g}7
Q

1d
- [ At = [ Vuviide = 3 Zlm o,
Q Q

where || - || and || - ||,,0 are the norms of the spaces H{ () and L,(0), and ¢(t) is
the function ¢ = @(z,t) with fixed value ¢. Integrating equality (3.4) with respect
to t from 0 to t, we see that
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because of homogeneousness of the initial conditions. By Gronwall Lemma we get

Verllvklls < cllvllv,

Hy;CHLOC(OA,T;Lz(Q)) < cllvllv,

||yk||Lm(O,T;H8(Q)) < clloflv,

2

il o < cllvlF?,
where different positive constants are denoted by c. Besides it does not depend
from k. Using (3.1) we obtain

[ [P C[EkIIAyQIIS/ + Akl Lo 0,71 -102)) + || 19l Yk q/7Q+IIvllv]

< [ VERlils + 9l _ o rorrs oy HlRL G +lellv ],

where S’ is the corresponding adjoint space. Hence we get the estimate of the

derivative v}/ in the space Ly (0,T;Z). Then the solution of the equation (3.1) is

bounded in the space Y;. The proof can be finished by known technique (see [3],

Chapter 2, Theorem 6.1) because of the monotony of the operator Ay. O
The convergence of the regularization is guarantee by the following result.

Lemma 3.2. yi[v] — y[v] *weakly in Y uniformly with respect tov € U as k — oo.

Proof. By a priory estimates we get yi[v] — y *-weakly in Y and \/Epy;, — ¢
weakly in S uniformly with respect to v € U. Integrating (3.4) with respect to ¢,
we obtain

eellville + [Ayk yr] = [v,ysl-
Hence
lim [Ayg, yr] < lim [v,yx] = [v,y].
k— o0 k— o0

We have the convergence [A\, yi] — [AN,y] for all A € Y. By (3.1) we get

[Ay, A] = [exAyy, +v, ] = @/@Ayé)\'dQ + [v, Al
Q

so [Ayk, A] = [v, A].
Thus we obtain
[U _A)‘vy_)‘] = [’U7y} - [U,/\] - [AAay_ >‘]
> lim {[Ayk, yr] — [Ayk, A] — [AN\,yx — A]} = lim [Ayk — ANy — )\}.
k—o0 k—o0

By the monotony of the operator A we get the inequality [v — A\, y —A] > 0. Define

A=y —o&, where £ € Y, 0 > 0. Divide by ¢ and pass to the limit as ¢ — 0.

For any £ € Y we get [v — AN, €] > 0, so Ay = v. Thus y = y[v]. Then we have

yr[v] = ylv] *-weakly in ¥ uniformly with respect to v € U by uniqueness of the

boundary problem solution for equation (2.1). This completes the proof of Lemma

3.2. O
Consider the functional

hw%=/Fmt%M@ﬁw@ﬁMQ
Q



188 S. Serovajsky

We have the following regularized problem.
Problem Py. Find the control that minimizes the functional Iy, on the set U.

We can prove its solvability with using of the technique of Theorem 2.1. The
necessary optimality conditions of the initial problem was obtained in [16] by means
of the passing to the limit in the conditions of optimality for the regularized problem.
However the adjoint equation in our case is more difficult because of properties of
the given functional. So we cannot any possibility now to pass to the limit in the
conditions of optimality for the regularized problem. But the convergence of the
regularization method can be proved in the other sense.

Theorem 3.1. Suppose the function F satisfies the assumptions of Theorem 2.1,
besides |F(x,t;p,9)| < a(x,t) + b(p? + ?) for all (z,t) € Q and v, € R, where
a € L1(Q), b > 0; then the sequence {uy} of solutions of Problem Py is minimizing
for Problem P. Suppose the additional equality F(z,t,,%) = ®(x,t,¢) + x?,
where ® is Carathéodory function on the set Q x R, besides |®(x,t, )| < bp?; then
it is true the convergence ux — u strongly in V' after extracting a subsequence, where
u is a solution of Problem P.

Proof. Let u be a solution of Problem P. We get
I(u) = min I(U) < I(ug) < |[T(ug) — Ip(ug)| + ITr(ug), (3.5)

besides

ug) = Tuw)] < sup 10) = L)
By Lemma 3.2 we obtain the convergence yj[v] — y[v] *-weakly in Y with respect
to v € U. Using Rellich-Kondrashov Theorem we get yg[v] — y[v] strongly in
L2(Q). Then Filv] — F[v] in L1(Q) by Krasnosel’skiy Theorem (see [§8], p.312),
where Fy[v](z,t) = F(x,t;yx[v](z,t),v(z,t)), Flv](x,t) = F(z, t;y[v](z,t), v(x,t)).
So I (v) — I(v) uniformly with respect to v € U. Then we get

0 < lim |[I(ug) — Ir(ug)| < lim sup |I(v) — Ix(v)] = 0. (3.6)
k—o0 k—oo yeu
Using
I(ug) = minI(U) < Ip(u) < [Tip(uw) — I(uw)| + I(u)
and passing to the limit, we obtain klirrgo I (ur) < I(u). By (3.5) and (3.6) we have
I(uk) — I(u)

We proved in really that a subsequence of solutions of Problem Py is minimizing
for Problem P. Suppose there exists a subsequence of {I(uy)}, which is not has
inf I(U) as a limit point. Then we can repeat the previous analysis and extract its
subsequence, which convergences to inf I(U). So this value is the limit of the whole
sequence {I(ux)}. Hence {uy} is the minimizing sequence for the given problem.

Prove now the strong convergence of solutions of the regularized problem for the
given partial case. The sequence {uy} is bounded. So we have uy — v weakly in V
after extracting of a subsequence. Then ylug] — y[v] *-weakly in Y and strongly in
L2(Q). Therefore ®{y[ui]} — ®{y[v]} in L1(Q) because of Krasnosel’skiy Theorem.
So we get

/@(x,t;y[uk](m,t)>dQ—>/@(m,t;y[v](m,t))d@.
Q

Q
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Using the lower semicontinuity of the norm, we obtain

/U2dQ < inf klirn uzdQ. (3.7
hde el
Q Q
Then
I(v) < infklim I(u) = inf I(U). (3.8)
—00

We have enclosure v € V' because of the convexity of the set U. So v is a solution
of Problem P because of (3.8). We can denote it by u.

Suppose that it is true the strong inequality (3.7) for the subsequence, which
conforms to the lower limit. Then the inequality (3.8) becomes strong too. But it
contradicts the enclosure v € V. So we have the convergence |lug|ly — ||v||v for
the noted subsequence. Using the weak convergence u; — v in V, we get its strong
convergence. This completes the proof of Theorem 3.1. O

We note that the solution of our problem can be no unique. So we can obtain
different limits for different subsequences of {uy}. But our analysis is true for each
subsequence. So each limit point of the sequence {u} is a solution of Problem P.
However it is possible that some solutions cannot obtain by means of this technique.

Thus the value of the functional I at the solution of the regularization problem
is close enough to its minimum on the admissible controls set for a large enough
number k. So the optimal control for the regularized problem can be chosen as an
approximate solution of the initial optimization problem. Besides it is close enough
to the exact solution of Problem P for the partial case. Now we obtain a solution
of the regularized problem.

4. Solving of the regularized problem

The necessary condition of optimality for Gateaux differentiable functional J on
the convex set U is the variational inequality

(J'(u),v—u) >0VveU, (4.1)

where J'(u) is the derivative of the functional at the point «, and (p, v) is the value
of the linear continuous functional ¢ at the point v. It is necessary to prove the dif-
ferentiability of the regularized functional for using this result in our case. This func-
tional depends from control by means of the control-state mapping yx[-] : V — Y3
of equation (3.1). We cannot any possibilities to prove its Gateaux differentiability
because of strong nonlinearity of the equation. However we can obtain more weak
property (see [17]).

Definition 4.1. Let L and W be Banach spaces. An operator L : V' — W is called
(Vo, Wo; Vi, We)-extended differentiable at the point v € V, if the following
conditions hold:

i) there exists Banach spaces Vo, Wy, Vi, W, such that the embeddings V. C
Vo Cc Vand W C W, C Wy are continuous;

ii) there exists a linear continuous operator D : Vi — Wy such that [L(u+ oh) —
Lu]/oc — Dh in W, as 0 — 0 for all h € V.
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The (V,W;V,W)-extended derivative is Gateaux derivative. But the extended
derivative is definite on the narrower set and has values from a larger set than classi-
cal one in the general case. Besides we can guarantee the corresponding convergence
only in the sense of a weaker topology and for more narrow class of directions h.
So this notion is a generalization of the Gateaux derivative. An example of the
extended differentiable operator without Gateaux derivative is given in [17]. We
note that all four spaces from the extended derivative definition do not equal to the
given spaces in the general case. It can depend also on the point u (see [17]).

We claim that the map yi[-] : V — Y7 is extended differentiable at the arbitrary
point u € V. Indeed, subtracting equality (3.1) for the control u from this equality
for the control w + oh , we have

— e Al [B] + (k] — Anglh] + (g0[h])*n5[h] = h, (4.2)
where
Nolh] = (yxlu + oh] — yxlu]) /o,
(900h))" = (p+ Dyi[u] + 8(yp[u + oh] — yj[u])

Remark 4.1. We explain the definition of the last term in the left side of the
equality (4.2). Determine power operator by equality Fz = |z|°z on the space
L,(Q). It is the partial case of Nemytsky’s operator (see [8], p.312). Using Lagrange
formula we obtain Fz1 — Fzy = (p+1)|22 + 0(21 — zz)|p(zl — z3), where ¢ € [0, 1].
In our case we have z; = y;.[u+ ohl, 2o =y [u].

Poselo,1].

Multiply (4.2) by a smooth enough function X such that equals to zero with its
time derivative for ¢ = T and on the lateral surface of (). Integrating this result
over @), we get

J{= et v+ 00 = S+ (o) }dQ = [ made.
Q Q
We have the equalities

[ dizinag = [rpinaria.
Q

Q
/%WMQ:—/%WXM,
Q Q
[ Aunpdq = [ niiiarig = - [ mansd,
Q Q Q
where
T
A= [ Adt.
/

Then the previous equality transform to

/{ —ep AN — N — AILA + (gg[h])z)\}nf,[h]dQ - /h)\dQ. (4.3)
Q Q
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Consider the equation
—exp —p' — Allp + (95 [h])*p = 1 (4.4)

with homogeneous conditions for ¢ = 7" and on the lateral surface of @. Particularly
this equality transform to

—exAp —p' — Allip + (p + 1)|y,.[u]|’p = p (4.5)

for o = 0.

Let P be the space of functions p that equals to zero with its first time derivative
for t = T and satisfy the inclusions p € Lo (0,7 La(Q)) and I;p € Lo (0,T; HE(Q)).
Denote by P, the space {p|p € PNS,p' € Ly(0,T;Z)}. Consider the space
R, ={plp €S, gohlp € L2(Q)}. It is Hilbert space with scalar product

(w.0) = [Vevuaq + [(li)evda
Q Q
It has the adjoint space
R, = {ulin=>x+golbln. x € ', n € Lo(Q) }.

Particularly we obtain
Ry = {plp € S, lyklull/?p € Lo(@)},

0= {ulu =X+ yklu]]”?n, x € S, n € L2(Q)}~

Consider also the space
Py = {plp € Ry 1 Loo(0, T La(2), o' € R, |

and the set M = {,u e S |plls = 1}_

Lemma 4.1. For any k =1,2,..., 0 > 0, u € R, the equation (4.4) has a unique
solution p = p}_[u] from the space P,, besides p} [u] — prlu] *~weakly in P
uniformly with respect to n € M as o — 0, where pglu] is a solution of equation
(4.5).

Proof. 1. If y € R] then there exists functions x € S’, n € Ly(Q) such that
=X+ gs[h]n. Multiplying (4.2) by p and integrating the result, we get

Wl = 5 5 [P + ITp()I] + 1o D) DI o
< @Ol + 16 Blp) O lzallin) 2
< FIpOI + 5 IOIE + N lHp) Ol o + 5 100 B o,

where || - ||, is the norm of the space H~!(Q). Integrating this inequality with
respect to ¢, we obtain

T T
sk/l\p(t)IIZdH lp(®)13.0 + HHtp(t)||2+/||(ga[h]p)(t)||§,ndt

1
< lx®lls + I3, < e
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From (4.4) it follows that

1'llr, < erllAplls: + [ALplls + [[(ga[A])?plly.@ + llllr,
< cerllplls + 1eplls + 9o [hlll2q/p,0ll90[R]p]

2.0 T llulr,] < e

Thus the solution of equation (4.4) has an estimate in the space P,. Differentiate
this equation in ¢, we get a standard linear second order hyperbolic equation with
additional condition for the final time. It transforms to initial condition by change
of variable ¢t to T'—t. By classical linear hyperbolic equations theory we obtain that
the corresponding homogeneous boundary problem has a unique solution p = p?_[u]
in the space P,.

2. If o — 0, then (u +och) = win V for all h € V. Using the technique from
the proof of Lemma 3.1, we obtain yi[u+ oh] — y[u] *-weakly in Y7 for all number
k and h € V. Then y; [u+ oh] — y'[u] *-weakly in the space

Yo ={olo € SNLHQ), ¢ € La(0,T; Z)}.

So the set {go[h]} is bounded in the space Lyq/,(Q). Choosing € M , we get the
inequality

| =

2

P30 + [Tep(®)1%] + (g0 AP B)I3 o

exllp®)|* -

DO =
QU

t

€k 2 1 2
—||p(t — t
S 1P + 5 ()2,

IA

Hence N
sup [[vErpielullls < ¢,
pneM

sup [|pp, [1llpy < ¢,
neM

sup g5 (A, [u]ll2,0 < c
peM
Then we obtain the inequality

sup ||(go (1) *pis [l < [1901h]ll24/p0 5UP llgo [H]pko [H]20 < c.
neM neM

By formula (4.5)
sup |(pie (1))’ || 220.7:2)
neM

< cexllpiolullls + [Mepio[ullls + sgﬁII(go[h])Qng[u]Hq',Q + 2] < e
o

Extracting subsequences, we get the convergences pZU [4] — s *-weakly in P, and
(9o[h])?pl (4] — r weakly in Ly (Q) uniformly with respect to 4 € M because of
the obtained estimates. By Theorem 5.1 (see [11], Chapter 1) the embeddings of the
spaces Y2 and P, in Ly(Q) are compact. Extracting subsequences, we have y [u +
oh] — y;.[u] and pl_[u] — s strongly in L2(Q) and a.e. in Q. Then (g,[h])?pl, [1] —
(p+ D)|y;[u]|Ps a.e. in Q. By Lemma 1.3 (see [11], Chapter 1) (g, [h])*p}, (4] —
(p+1)|y,[u]|”s weakly in Ly (Q) uniformly with respect to p € M . Passing to the
limit in (4.2) for p = p}_[p], we get s = py[u]. This completes the proof of Lemma
4.1. O



Optimal control for hyperbolic equation with strong nonlinearity 193

Prove the extended differentiability of the solution of the regularized equation
with respect to control. Consider the spaces R1 = {p|p(0) = 0, p’ € Ry} and
S1={plp(0) =0, p’ € S} with norm [jpl[s, = [[p/l|s-

Lemma 4.2. The map yi :V — Y1 is (V, Ry;V, S1)-extended differentiable at the
arbitrary point w € V', besides its extended derivative Dy (u) is defined by equality

/ p(Dylulh)'dQ = / hon[u]dQ Vh €V, € R). (4.6)
Q Q

Proof. Equality (4.5) definite an operator Di[u] : V' — R; in really. Definite
A=pl [u] in (3.5). We get

[ wiclnidQ = [ ol lud@ i Vi€ R,
Q Q

Then
5 [R] — (Di[ulh)||s = sup | [(1q[h] — Dilu]h)pdQ)]
HEM Q

= sup | [h(pi,[u] — prlu])dQ).
HEM Q
So (yk[u + oh] — yru])/o — Dglulh in Sy for all h € V as ¢ — 0. Thus the
considered map is in really extended differentiable. O
Note that we cannot any possibilities to prove the extended differentiability of
the control-state mapping for equation (2.1) because the solution of the correspond-
ing analogue of equation (4.3) does not have the estimate in the space 5.
Now we can prove the differentiability of the regularized functional.

Lemma 4.3. Suppose the function F satisfies the assumptions of Theorem 8.1,
besides the function F(x,t;-,-) has the partial derivatives F| and Fj , that are
Caratheodory functions on Q x R? with inequality |F!(z,t,;&1,&)] < di(z,t) +
bi(|€1] + [&2]) for all (x,t) € Q and &1,& € R, where a € L2(Q), b, >0, i = 1,2.
Then the functional I, has Gateauz derivative Ij(ux) = px + Faj. at the point uy,
where py, is a solution of the equation

— erApy — Pl — Allipy, + (o + Dlyi| pr = Fiy. (4.7)
with homogeneous boundary conditions, besides

Yk = yk[uk}’ Fz'/k(xat) = Fz‘/(xata;yk(xvt)auk(xat))'

Proof. From Krasnosel’skiy Theorem follows that the operator ® : Ly(Q)? —

L1(Q) definite by equality ®(p,¥)(z,t) = F(x,t; o(z,t)(x,t)), is Frechet differen-
tiable; besides its partial derivatives are determined by

[‘b;((p,’(ﬂ)h](ﬂ?,t) = Fi/(xvt;W(xvt)w(xvt)% i=1,2.

Define operator ¥ : V — Li(Q) by equality Yo = ®(y[v],v). Using Implicit
Function Theorem (see [7], p.637), we obtain Gateaux differentiability of the map
yr[] : L2(Q) — L2(Q). Then the operator ¥ is Gateaux differentiable at the point
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uy because of the Composite Function Theorem, besides its derivative is determined
by equality
\Ifl(u;c)h = (I)Il (yk, uk)Dk(uk)h + @é(yk, uk)h.

Then we can find Gateaux derivative of the functional I by

(Ix(ug), h) = /W/(Uk)th = /[(I)ll(ykyuk)Dk(uk)h + Py (y, uk)h]dQ Yh € V.
Q Q

Define v = uy, and p = @} (yk, ur) in (4.5) and (4.6). Then we obtain (4.7). The
previous equality is transformed to

(). ) = [+ FonaQ i e v.
Q

This completes the proof of Lemma 4.3. O

We could prove the differentiability of the functional at an arbitrary point. But
we need find its derivative only at the point ug. By Lemma 4.2 the space S char-
acterizes not only the function but its space derivatives too. Then we can prove
the differentiability of the regularized functional whenever the function I’ depends
from space derivatives of the state function too. However the strong convergence
yx[v] = y[v] was proved only for the function but not for its derivatives because of
Theorem 3.1. So we cannot prove the convergence of the regularization method if
the functional depends from derivatives of the state function.

Replacing the value of the derivative of the regularized functional in variational
inequality (4.1), we get

Theorem 4.1. Under the conditions of Lemma 4.3 the solution of Problem Pj
satisfies the variational inequality

/(Pk + Fjp) (v —ug)dQ > 0 Vo € U. (4.8)
Q

Thus the necessary optimality conditions of the regularized problem include e-
quation (3.1) for the control uy, the boundary problem for adjoint equation (4.7) and
variational inequality (4.8). This system can be solved with using of the standard
iterative methods [2]. The corresponding control can be chosen as an approximate
solution of the initial optimization problem for large enough number k.

Remark 4.2. The regularization methods for optimization control problems for
nonlinear hyperbolic equations was used by Tiba [19]. But he has an integral
nonsmooth nonlinear term and uses smooth regularization. We have non-integral
smooth nonlinear term. Our general difficulty is an absence of sufficient a priory
estimates for the adjoint equation. So we use other form of regularization. We
add high order term with small parameter to the equation for obtaining additional
a priory estimates. Hence we consider other equation and other regularization
method.

Analogical results could be obtained for other optimization problems with strong
nonlinearity. The corresponding regularization should be so strong because an ana-
logue of equation (4.4) requires additional a priory estimates for proof the extended
differentiability of the control-state mapping for regularized equation. But this reg-
ularization should be so weak because of the necessity to prove the convergence of
the regularization method.
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