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ON A NEW MODEL OF TWO-PATCH
PREDATOR-PREY SYSTEM WITH
MIGRATION OF BOTH SPECIES

Wei Fenga, Brevin Rock b,∗ and Jody Hinsonb

Abstract In this paper we explore the dynamics of predator-prey in a two
patch system. The two patches of the system are coupled with both the
migration of the predator and the prey. The purpose of this exploration is to
find upper and lower bounds for the populations and get an insight on the
different possibilities with the three types of Holling functional responses. Also
we discuss the stability and instability of the equilibrium solutions found in
earlier papers. Numerical simulations are provided to graphically demonstrate
the population dynamics of the system.

Keywords Predator-prey models, two-patch migrations, extinction or co-
existence, stability and asymptotic behavior, numerical simulations.
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1. Introduction

In many years, the Lotka-Volterra equations have been studied in various models
that involve the interactions of several populations (for examples, see [1]-[5], [15]-
[17]), including the predator-prey interaction of more than two populations. Other
ecological concepts such as functional responses, diffusion and time delays have
been added to the Lotka-Volterra equations to gain more accurate description and
better understanding for the dynamics of population interactions (for examples, see
[2], [5], [6], [7],[8]-[13], [14], [16], [17]. The model proposed and discussed in this
paper originates from the Rosenzweig-MacArthur (1963) model. The prey in the
Rosenzweig-MacArthur model has a logistic growth rate, (i.e. the growth rate is
resource-limited [8]) and the predator has a Holling type II functional response.
Jansen [9, 12, 13] further extended the Rosenzweig-MacArthur model by allowing
the predator and prey to inhabit two separate patches coupled by the migration of
the predator. In Jansen’s models, it was assumed that the prey does not migrate
and the predator in the patch with a higher density will migrate to the patch with
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a lower density[9]:

dNi

dt
=rNi

(
1− Ni

K

)
− bNiPi

b + Ni

dPi

dt
=

bNiPi

b + Ni
− µPi + d(Pj − Pi)

i, j ∈ {1, 2} : i 6= j.

(1.1)

where [9, 10, 11, 12] the variables Ni and Pi denote the densities of the prey and
predator, respectively, in patch i = 1, 2. The parameter d denotes the per capita
predator migration rate. The parameter r is the prey growth rate at low prey
densities; K is the environmental carrying capacity of the prey population in each
patch. The parameter µ is the predator death rate in the absence of prey, and b is
the saturation value of the functional response. Jansen had found nine equilibrium
solutions for the expanded Rosenzweig-MacArthur model (1) and discussed the
conditions for stability and instability in some of the equilibrium solutions [13].
Further results on the dynamics and stability (for seven of the twelve equilibrium)
in (1) were also obtained by Feng and Hinson([4], 2005).

Motivated by the above predator-prey model for the dynamics of the two-patch
migration of the predator, in this paper we propose a more complex model for the
two-patch predator-prey interactions, with migration of both species:

dNi

dt
=rNi

(
1− Ni

K

)
− bNiPi

b + Ni
+ m(Nj −Ni)

dPi

dt
=

bNiPi

b + Ni
− µPi + d

(
Pj

1 + Nj
− Pi

1 + Ni

)
i, j ∈ {1, 2} : i 6= j.

(1.2)

The parameters of this model and that in the previous are the same, except that
m is the per capita migration rate of the prey. This model is constructed to allow
the migration of both the predator and the prey, and to have the migration of the
predator dependent on the population of the prey in each patch.

The first term in the equation for prey, rNi

(
1− Ni

K

)
comes from the simple

logistic equation which models the competition for resources among the prey species.
The second term, − bNiPi

b+Ni
, is depleting the prey population under Holling type II

consumption of the prey by the predator. The last term m(Nj − Ni) represents
the migration of the prey from one patch to another, dependent on the migration
constant m and the number of prey in each patch.

The first term in the equation for predator, bNiPi

b+Ni
, shows an increase in the

predator population due to the consumption of the prey. This is followed by a
decrease in the population of µPi, the natural death of the predator. The new
term in the predator equation, d

(
Pj

1+Nj
− Pi

1+Ni

)
, is the migration of the predators

according to the size of the prey in each patch.
The purpose of this paper is to analyze and demonstrate the population dynam-

ics of various species in model (2) by

1. finding the ultimate upper and lower bounds for the interacting populations;

2. exploring the stability and instability of the all the equilibrium solutions;

3. obtaining numerical simulations for the pattern of dynamics in the model.
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In Section 2, we give some preliminary results on the dynamics and ultimate
bounds of the predator and prey populations. The stability analysis of the equi-
librium solutions take place in Section 3, along with conditions that ensure the
non-negativity of the equilibrium solutions. Through the method of linearization
we will find conditions for asymptotic stability and instability for all the equilibrium
solutions. In the last section we will graphically display the dynamics and pattern
of the populations in the ecological system by utilizing the conditions for stability
and instability obtained in Section 3.

2. Ultimate Bounds for the Populations

In this section we focus on finding the upper and lower bounds of the predator
and prey populations. These bounds will provide us with crucial information on
extinction, co-existence, and exponential behavior of the species.

The following comparison argument [5] will be employed in the proofs associated
the upper and lower bounds of the populations. Consider the respective solutions
u1 and u2 of the initial-value problem

u′i = fi(t, ui) in (0, T ], ui(0) = ui, 0 (2.1)

where i = 1, 2. f1 and f2 are continuous functions in [0, T ] × R . We have

Lemma 2.1. The Comparison Argument.
Assume that both ∂f1

∂u and ∂f2
∂u are continuous in [0, T ] × R. If f1(t, u) ≤ f2(t, u)

in (0, T ] × R and u1, 0 ≤ u2, 0, then the respective solutions u1 and u2 of (2) satisfy
u1(t) ≤ u2(t) on [0, T ].

We first give the result for ultimate bounds of the total prey population.

Theorem 2.1. Ultimate Bounds for Prey Populations.
The total prey population N(t) = N1(t) + N2(t) satisfies

0 ≤ N(t) ≤
[(

1
N(0)

− 1
2K

)
e−rt +

1
2K

]−1

. (2.2)

Proof. Recall in (2) that the prey populations satisfy the equations

dNi

dt
= rNi

(
1− Ni

K

)
− bNiPi

b + Ni
+ m(Nj −Ni) i, j = 1, 2.

The non-negativity of the density functions leads to

d

dt
(N1 + N2) ≤ rN1 + rN2 −

(
rN2

1

K
+

rN2
2

K

)
≤ rN1 + rN2 −

r(N1 + N2)2

2K
.

Now by letting N = N1 + N2 we obtain the inequality,

dN

dt
≤ rN

(
1− N

2K

)
.

This inequality corresponds to a solvable Bernoulli type two differential equation

dN

dt
= rN

(
1− N

2K

)
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with solution [(
1

N(0)
− 1

2K

)
e−rt +

1
2K

]−1

.

By the comparison argument in Lemma 2.1 we obtain the estimates in (4).
The above theorem shows that the total prey population is dominated by the

logistic growth with capacity 2K as its ultimate bound,

lim
t→∞

N(t) ≤ lim
t→∞

[(
1

N(0)
− 1

2K

)
e−rt +

1
2K

]−1

= 2K. (2.3)

And, N(t) ≤ 2K for 0 < t < ∞ as long as N(0) ≤ 2K.
We next show that the total predator population is dominated by exponential

growth or decay, with rate determined by environmental coefficients µ, b and K.

Theorem 2.2. Ultimate Bounds for Predator Populations.
The total predator population P (t) = P1(t) + P2(t) satisfies,

P (0)e−µt ≤ P (t) ≤ P (0)e( 2bK
2b+K−µ)t. (2.4)

Proof. Since

dPi

dt
=

bNiPi

b + Ni
− µPi + d

(
Pj

1 + Nj
− Pi

1 + Ni

)
where i, j = 1, 2. Then by adding the two predator equations and using the estimate
Ni ≤ N ≤ 2K from Theorem 2.2, we can obtain

dP

dt
=

bN1P1

b + N1
− µP1 +

bN2P2

b + N2
− µP2

≤ 2bKP1

b + 2K
− µP1 +

2bKP2

b + 2K
− µP2 =

(
2bK

b + 2K
− µ

)
P

and
dP

dt
≥ −µp.

Again, by the comparison argument in Lemma 2.1, this leads to the estimate in
(6).

This theorem leads us to the next corollary on the conditions for the boundedness
or extinction of the predator populations.

Corollary 2.1. Boundedness or Extinction of Predator Populations.
If 2bK

b+2K ≤ µ, then the predator population remains bounded with P (t) ≤ P (0).
If 2bK

b+2K < µ, then the predator population satisfies limt→∞ P (t) = 0 globally
with exponential rate 2bK

b+2K − µ.

The above theorem and corollary indicate that the total predator population
remains positive at any finite time, and if 2bK

b+2K < µ than the predator population
goes to extinction in both patches as t →∞. Thus, one can see that the long-term
survival of the predator is dependent on the following ecological parameters: the
carrying capacity of the prey, the saturation value in the functional response, and
the death rate of the predator.
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3. Stability Analysis for the Equilibriums

The two-patch model (2) has three equilibrium solutions representing different out-
comes of the ecological system.

E1 = (0, 0, 0, 0), extinction of both the predator and prey in each of the patches;

E2 = (K, 0,K, 0), extinction of the predator and persistence of the prey in each of
the patches;

E3 =
(

bµ
b−µ ,

(
rb

b−µ

) (
1− bµ

K(b−µ)

)
, bµ

b−µ ,
(

rb
b−µ

) (
1− bµ

K(b−µ)

))
, persistence of both

the predator and prey in each of the patches.

We will now discuss the stability of the equilibrium solutions E1-E3. Through the
method of linearization, it is known that an equilibrium solution is asymptotically
stable if all the eigenvalues of the Jacobian matrix have negative real parts. The
Jacobian matrix for our model (2) is represented by,

J =


r − 2rN1

K − b2P1
(b+N1)

2 −m − bN1
b+N1

m 0
b2P1

(b+N1)
2 − dP1

(1+N1)
2 J22

dP2
(1+N2)

2
d

1+N2

m 0 r − 2rN2
K − b2P2

(b+N2)
2 −m − bN2

b+N2

dP1
(1+N1)

2
d

1+N2

b2P2
(b+N2)

2 − dP2
(1+N2)

2 J44


.

(3.1)
where, j22 = bN1

b+N1
− µ− d

1+N1
and J44 = bN2

b+N2
− µ− d

1+N1
.

The first theorem in this section gives the instability of the equilibrium E1 which
represents extinction of all species.

Theorem 3.1. Instability of the Equilibrium E1.
The equilibrium solution E1 = (0, 0, 0, 0) is unstable.

Proof. After inserting the trivial equilibrium solution into the Jacobian matrix
(8) we obtain,

J(0,0,0,0) =


r −m 0 m 0

0 −µ− d 0 d
m 0 r −m 0
0 d 0 −µ− d


.

The determinant of [J(0,0,0,0) − λI] gives the characteristic polynomial which can
be factored as

det
∣∣J(0,0,0,0) − λI

∣∣ = (λ + 2d + µ)(λ + µ)(λ− r)(λ + 2m− r). (3.2)

Thus we see that the roots of this characteristic polynomial are −2d− µ , −µ , r ,
and r − 2m. The Jacobian matrix has at least one positive root which leads to the
conclusion of instability.

We next show that the prey-only equilibrium E2 has a complex stability pattern
affected by various ecological parameters.

Theorem 3.2. Stability of the Equilibrium E2.
The equilibrium solution E2 = (K, 0,K, 0) solution is

(i) globally exponentially stable if 2bK
b+2K < µ and N(0) 6= 0;
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(ii) asymptotically stable if bk
b+K < µ;

(iii) stable if bk
b+K ≤ µ;

(iv) unstable if bK
b+K > µ.

Proof. In Corollary 1 we have derived that 2bK
b+2K < µ is a global condition for the

extinction of the predators, namely,

lim
t→∞

P1(t) = lim
t→∞

P2(t) = 0.

Hence the preys N1 and N2 will both converge (as t →∞) to K, which is the global
attracting equilibrium in the logistic equation

dN

dt
= rN(1− N

K
).

This proves (i).
After inserting the equilibrium solution E2 into the Jacobian matrix (8) we

obtain,

J(K,0,K,0) =


−r −m − bK

b+K m 0
0 bK

b+K − µ− d
1+K 0 d

1+K

m 0 −r −m − bK
b+K

0 d
1+K 0 bK

b+K − µ− d
1+K


.

This gives a characteristic polynomial of

det
∣∣J(K,0,K,0) − λI

∣∣ = − 1
(1 + K)(b + K)2

f1(λ)f2(λ)f3(λ)f4(λ),

where fn (n = 1, 2, 3, 4) is one of the factors for the characteristic polynomial.

f1(λ) = −bλ−Kλ + bK − bµ−Kµ

f2(λ) = b(−K2 + Kµ + Kλ−K + 2d + λ + µ) + K2(µ + λ) + K(2d + λ + µ)
f3(λ) = r + λ

f4(λ) = r + 2m + λ

We see that the roots of the characteristic polynomial are

λ1 =
bK − bµ−Kµ

b + K
,

λ2 =
bK2 + bK − 2db− 2dK

(K + 1)(b + K)
− µ,

λ3 = −r,

λ4 = −2m− r.

Clearly, the roots λ3 and the λ4 are already negative, and λ1 ≤ (<)0 if bK
b+K ≤ (<)µ.

In order to ensure that λ2 <≤ (<)0, we need to confirm that bK2+bK−2db−2dK
(K+1)(b+K) ≤

(<)µ. Taking a closer look, this condition is equivalent to

bK

b + K
− 2d

K + 1
≤ (<)µ,
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which will hold as long as bK
b+K ≤ (<)µ. Thus, we can conclude that the only

condition for the (asymptotic) stability of E2 solution is bK
b+K ≤ (<)µ. This proves

(ii)− (iii).
To prove the instability result (iv), it suffices just to show that one of the

eigenvalues is positive. One can see that λ1 > 0 if bK
b+K > µ.

We now study the main result of this paper, concerning conditions for stability
of E3 which ensures the long-term coexistence of the predator and prey in each
patch.

Theorem 3.3. Stability of the Equilibrium E3.
If µ < bK

b+K < rµ
2m (which also implies b > µ), then the ecological model (2) has a

coexistence state at E3 =
(

bµ
b−µ ,

(
rb

b−µ

) (
1− bµ

K(b−µ)

)
, bµ

b−µ ,
(

rb
b−µ

) (
1− bµ

K(b−µ)

))
.

Moreover, E3 is asymptotically stable.

Proof. After substituting the equilibrium solution E3 into the Jacobian matrix
(7), we obtain

J( bµ
b−µ ,( rb

b−µ )(1− bµ
K(b−µ) ), bµ

b−µ ,( rb
b−µ )(1− bµ

K(b−µ) )) =


α −µ m 0
β −δ ξ δ
m 0 α −µ
ξ δ β −δ


,

where,

α =
−rb2µ− rbKµ + rKµ2 + rbµ2 + mKb2 −mKbµ

bK(b− µ)
,

β =
(b2µ2 + b2 + db2 + 2b2µ− 2bµ2 − 2bµ + µ2)(Kb−Kµ− bµ)r

bK(b− µ + bµ)2
,

δ =
d(b− µ)

b− µ + bµ
,

ξ = − (Kb−Kµ− bµ)brd
K(b− µ + bµ)2

.

The characteristic polynomial

det
∣∣∣J( bµ

b−µ ,( rb
b−µ )(1− bµ

K(b−µ) ), bµ
b−µ ,( rb

b−µ )(1− bµ
K(b−µ) )) − λI

∣∣∣
= λ4 + (−2α + 2δ)λ3 + (−4αδ + 2µβ −m2 + α2)λ2

+(2δξµ− 2αµβ + 2δα2 + 2mµξ − 2m2δ + 2δµβ)λ

−2αδµβ + 2mδξµ− 2αδξµ− ξ2µ2 + µ2β2 + 2mδµβ

can be factored into the product of two quadratics

Q1(λ) = λ2 + (−α−m)λ + ξµ + µβ,

Q2(λ) = λ2 + (2δ + m− α)λ− ξµ + µβ + 2mδ − 2αδ.

Generally, let λ1 and λ2 be the roots of the quadratic equation

λ2 + Aλ + B. (3.3)



200 W. Feng, B. Rock and J. Hinson

It is well known that:
(a) When B < 0, λ1 and λ2 are both real and have opposite signs.
(b) When B > 0 and A > 0, both λ1 and λ2 have negative real parts.

Based on the above reasons, we see that our conditions for asymptotic stability
of E3 are that all the coefficients in both of the quadratics Q1(λ) and Q2(λ), namely
A1, A2,B1 and B2, are positive. Here,

A1 = −α−m,

B1 = µ(ξ + β),
A2 = 2δ + m− α,

B2 = µ(β − ξ) + 2δ(m− α).

By the assumption µ < bK
b+K < rµ

2m , one can deduce that

A1 =
rµ(b + K)

bK
− 2m > 0,

B1 =
(Kb−Kµ− µb)rµ

Kb
> 0.

We will break the next two coefficients A2 and B2 into parts involving the two
known positive coefficients A1 and B1. Noting that,

A2 = 2δ + m− α = 2δ + 2m + A1.

Since 2δ = 2d(b−µ)
b−µ+µb is positive with b > µ, which is ensured by bK

b+K > µ, then we
can conclude that A2 > 0.

Lastly, we look into the condition for B2 > 0. Noting that,

B2 = µ(β − ξ) + 2δ(m− α) = −2µξ + B1 + 2δ(A1 + 2m).

Since −2µξ = 2bdrµ(Kb−Kµ−bµ)
K(b−µ+bµ)2 > 0 as bK

b+K > µ, with the facts that A1 and B1 are
both positive we then conclude that B2 > 0.

Therefore we have shown that if µ < bK
b+K < rµ

2m , then the component-wise
positive equilibrium E3 is asymptotically stable.

4. Numerical Simulations and Discussions

In this section we will graphically display the dynamics and pattern of the predator
and prey populations in the two-patch model by utilizing the conditions for stability
and instability obtained in Section 3. The numerical simulations help us get an
understanding of the long term behavior of the ecological system.

4.1. Stability Conditions for Equilibrium E2.

Figure 1 shows the stability of the equilibrium E2 when bK
b+K < µ, which was derived

in Theorem 3.2. By choosing the parameters to be r = 0.65, K = 1.9, b = 0.75,
m = 0.15, d = 0.15, and µ = 0.65, one can then see that the stability condition
for E2 is satisfied. In both patches, the prey populations converge to their carrying
capacity of K = 1.9 and the predator populations go to extinction. In Corollary
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1 we also deduced that 2bK
b+2K < µ was a sufficient condition for global exponential

stability of E2. This is directly reflected below in the simulation with the values we
have chosen. This shows that the death rate chosen for the predator is relatively
large given the carrying capacity of the prey. While the total growth rate being
dependent on the death rate and the functional response, it does not allow enough
consumption of prey for the predator to survive. As we will see in Figure 2, a
decrease on the death rate µ will lead to a different stability pattern.

Figure 1. Stability of E2

4.2. Stability Conditions for Equilibrium E3.

Figure 2 shows the asymptotic stability of the coexistence equilibrium E3, by de-
creasing the death rate of the predator µ in the previous simulation to satisfy the
conditions given in Theorem 3.3. We choose the same parameters r = 0.65,K =
1.9, b = 0.75,m = 0.15, d = 0.15, as in 4.1, and reduce µ as 0.4, then the condition
µ < bK

b+K < rµ
2m will be satisfied. One can notice an initial increase of the preda-

tor population in Patch 2, due to the high number of prey in that patch. After
large amount of consumption in Patch 2, the number of prey there declines sharply
and also causes the predator population to decline. As the populations in both
patches fluctuate over time, they tend to stabilize at the coexistence equilibrium
E3 =

(
bµ

b−µ ,
(

rb
b−µ

) (
1− bµ

K(b−µ)

)
, bµ

b−µ ,
(

rb
b−µ

) (
1− bµ

K(b−µ)

))
= (.86, .76, .86, .76).

Figure 2. Stability of E3
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4.3. Instability and Oscillations When r > 2m.

One can observe that the stability condition given in Theorem 3.3 becomes impos-
sible when r > 2m, with relatively larger intrinsic growth rate for the prey in each
patch and smaller migration between the two patches. By choosing the parameters
as r = 0.7,K = 2.7, b = 0.75,m = 0.3, d = 0.5, and µ = 0.4, then the condition
bK

b+K > rµ
2m > µ holds. In this case, we cannot ensure stability of any equilibrium

among the three. The pattern demonstrated in Figure 3 shows that the populations
in both patches will continue to oscillate with increasing amplitudes. After a short
period of time, the prey population in two patches will be fluctuating at same level,
and so does the predator. The coexistence equilibrium E3 is unstable, but the prey
and predator species still have long-term persistence in both patches.

Figure 3. Instability, Periodic Behavior

References

[1] T. Alligood, T. D. Sauer and J. A. Yorke, Chaos: An Introduction to Dynamical
Systems, Springer-Verlag, New York, 1996.

[2] C. Cosner, d. L. DeAngelis, J. S. Ault and D. B. Olson, Effects of spatial
grouping on the function response of predators, Theoretical Population Biology,
56(1999), 65-75.

[3] L. Edelstein-Keshet, Mathematical Models in Biology, McGraw-Hill Inc., New
York, 1977.

[4] W. Feng and J. Hinson, Stability and pattern in two-patch predator-prey pop-
ulation dynamics, Discrete and Continuous Dynamical Systems, Added Vol-
ume(2005), 268-279.

[5] W. Feng, X. Lu and R. J. Donavan, Population dynamics in a model for ter-
ritory acquisition, Discrete and Continuous Dynamical Systems, Added Vol-
ume(2001), 156-165 .

[6] W. Feng, Competitive exclusion and persistence in models of resource and sex-
ual competition, J. Math. Biology, 35(1997), 683–694.

[7] W. Feng and X. Lu, Global periodicity in a class of reaction-diffusion systems
with time delays, Discrete and Continuous Dynamical Systems, B3(2003), 69-
78.

[8] W. S. C. Gurney and R. M Nesbet, Ecological Dynamics, Oxford University
Press, 1998.



On a New Model of Two-Patch Predator-Prey System with Migration of Both Species 203

[9] V. A. A. Jansen, Theoretical Aspects of Metapopulation Dynamcs, Ph. D. thesis,
Leiden University, The Netherlands, 1994.

[10] V. A. A. Jansen, Regulation of predator-prey systems through spatial interac-
tions: a possible solution to the paradox of nrichment, Oikos, 74(1995), 384-390.

[11] V. A. A. Jansen and A. M. DeRoos, The Role of space in reducing predator-
prey cycles, in “The Geometry of Ecological Interactions Simplifying Spacial
Compelxity”, Cambridge University Press, (2000), 183-201.

[12] V. A. A. Jansen and A. L. Lloyd, Local stability analysis of spatially ho-
mogenous solutions of multi-patch systems, Journal of Mathematical Biology,
41(2000), 232-252.

[13] V. A. A. Jansen, The dynamics of two diffusively coupled predator-prey popu-
lations, Theoretical Population Biology, 59(2001), 119-131.

[14] C. Lu, W. Feng and X. Lu, Long-term survival in a 3-species ecological system,
Dynamics of Continuous, Discrete and Impulsive Systems, 3(1997), 199-213.

[15] J. D. Murray, Lectures on Nonlinear-Differential-Equation Models in Biology,
Oxford University Press, Oxford, 1977.

[16] J. D. Murray, Mathematical Biology, Springer-Verlag, Berlin, 1993.

[17] J. T. Rowell and W. Feng, Population dynamics in complex predator-prey inter-
actions, Proceedings of Dynamic Systems and Applications, 2(1996), 493-500.


