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Abstract Our aim in this paper is to study higher-order (in space) Allen-
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1. Introduction

The Allen-Cahn (see [1]) and Cahn-Hilliard (see [5,6]) equations are central in ma-

terials science. They both describe important qualitative features of binary alloys,

namely, the ordering of atoms for the Allen-Cahn equation and phase separation

processes (spinodal decomposition and coarsening) for the Cahn-Hilliard equation.
These two equations have been much studied from a mathematical point of view;

we refer the readers to the review papers [9] and [28] and the references therein.
Both equations are based on the so-called Ginzburg-Landau free energy,

Uar, = / (%\VUP + F(u))dz, a >0, (1.1)
Q

where u is the order parameter, F' is a double-well potential and §2 is the domain
occupied by the system. The Allen-Cahn equation (which corresponds to an L2-
gradient flow of the Ginzburg-Landau free energy) then reads

0
o —alAu+ f(u) =0, (1.2)
ot
where f = F’, while the Cahn-Hillard equation (which corresponds to an H~!-
gradient flow) reads

0

S+ ol = Af(u) = 0. (1.3)
In (1.1), the term |Vu|? models short-ranged interactions. It is however interesting
to note that such a term is obtained by truncation of higher-order ones (see [6]); it
can also be seen as a first-order approximation of a nonlocal term accounting for
long-ranged interactions (see [13,14]). Furthermore, G. Caginalp and E. Esenturk
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recently proposed in [4] higher-order models in the context of phase-field systems.
More precisely, they studied anisotropic higher-order models, which, in the isotropic
limit, yield a free energy of the form

YroaL Z/Q( Z ail(—A)2uf?

i=1,..., k, i even
i—1

+ > ai|V(=A) T ul?> + F(u))dz, ap >0, k>1.  (1.4)
i=1,..., k, i odd

The corresponding higher-order Allen-Cahn and Cahn-Hilliard equations then read

ou
i P(—A)yu+ f(u)=0 (1.5)
and P
5~ AP(=A)u— Af(u) =0, (1.6)

respectively, where
k
P(s) = Z a;s'.
i=1

In particular, these models contain sixth-order Cahn-Hilliard models. We can note
that there is currently a strong interest in the study of sixth-order Cahn-Hilliard
equations. Such equations arise in situations such as strong anisotropy effects being
taken into account in phase separation processes (see [35]), atomistic models of
crystal growth (see [2,3] and [12]), the description of growing crystalline surfaces
with small slopes which undergo faceting (see [33]), oil-water-surfactant mixtures
(see [15,16]) and mixtures of polymer molecules (see [10]). We refer the reader
to [7,18-26,29-32] and [36-38] for the mathematical and numerical analysis of such
models. They also contain the Swift-Hohenberg equation (see [24] and [26]).

Our aim in this paper is to study the well-posedness of (1.5) and (1.6). We
also prove the dissipativity of the corresponding solution operators, as well as the
existence of the global attractor.

Notation
We denote by ((,-)) the usual L?-scalar product, with associated norm || - ||. We
further set || - ||_1 = ||(=A)~"2 - ||, where —A denotes the minus Laplace opera-

tor associated with (homogeneous) Dirichlet boundary conditions (it is a strictly
positive, selfadjoint and unbounded linear operator with compact inverse (—A)~1).

Note that || - ||_1 is equivalent to the usual H~*-norm on H~1(Q2) = H}(Q)". More
generally, || - ||x denotes the norm on the Banach space X.
For m € N, we set H™(Q) = {v € H™(Q), v=Av = ... = A" Jy =0 on I},

where [-] denotes the integer part. This space, endowed with the usual H™-norm,
is a closed subspace of H™(Q). Furthermore, v — ||(=A)% v|| is a norm on H™(Q)
which is equivalent to the usual H"™-norm.

Throughout the paper, the same letters ¢, ¢ and ¢’ denote (generally positive)
constants which may vary from line to line. Similarly, the same letter ) denotes
(positive) monotone increasing (with respect to each argument) and continuous
functions which may vary from line to line.
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2. The Allen-Cahn theory

2.1. Setting of the problem

We consider in this section the following initial and boundary value problem in a
bounded and regular domain Q@ C R™, n =1, 2 or 3, with boundary I":

o

S+ P(=D)u+ fu) =0, (2.1)
v=Au=..=AF"ly=0o0nT, (2.2)
u|t:0 = Up. 2.3

We assume that the polynomial P is defined by
k .
P(s) =Y ais', ap >0, k>1, seR. (2.4)
i=1

In particular, for £ = 1, we recover the classical Allen-Cahn equation, while, for
k = 2, the model contains the Swift-Hohenberg equation.
Furthermore, as far as the nonlinear term f is concerned, we assume that

feci(R), f(0)=0, (2.5)
f'>—co, 020, (2.6)
f(s)s>c1F(s) —ca > —c3, ¢1 >0, ¢, c3 >0, s €R, (2.7)
F(s) >c3s* —c4, c3>0, ¢4 >0, s€ER, (2.8)

where F(s) = fos f(€)d€. In particular, the usual cubic nonlinear term f(s) = s%—s

satisfies these assumptions.
We will often use the interpolation inequality

i

i 1— &
m m
vl

I(=A)20]| < e(@)][(-A) %o
ve H™(Q), i e {1,...om—=1}, meN, m > 2.

2.2. A priori estimates

The estimates derived in this subsection are formal, but they can easily be justified
within a Galerkin approximation.

We multiply (2.1) by % and have, integrating over §2 and by parts,

k
d Sy2 Ouya _
(o el -yl +2 | P+ 215 <o, (2.10)

meaning that the energy decreases along the trajectories, as expected.
We then multiply (2.1) by u to obtain

Ld

k .
gl + el A Rl + () w) =0 (211)
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We note that it follows from the interpolation inequality (2.9) that, fori € {1,...,k—
1} and k > 2,

[(~A)Fu||? < el (—A)5ul® + c(i, ) [ul®, Ve > 0. (2.12)
It thus follows from (2.7) and (2.11)—(2.12) that
d
$MW+MW%@+KfWM@§ﬂMW+Mc>Q (2.13)

Noting finally that
[ull® < ellullza ) + c(e), Ye >0, (2.14)

we deduce from (2.8) and (2.13) that

d
£||u\|2 + c(||u||%,k(9) —l—/QF(u) dr) <d, ¢>0. (2.15)

Summing (2.10) and (2.15), we find, noting that 37, a;[[(=A)¥ull* < cllull%q),
a differential inequality of the form

dEl ou 2 ’
—_— E — < 0 2.16
L e DR (2.16)
where
k .
By = Yo a8l +2 [ Fluw)de+ ful?
i=1 Q
satisfies

E, > c(||u||§qk(9) —|—/ F(u)dz) — ¢, ¢>0. (2.17)
Q
Indeed, it follows from the interpolation inequality (2.9) that
By > el + [ Flw)de) = ful? — ¢
Q

and we conclude by employing (2.8) and (2.14).
We then multiply (2.1) by —Awu and have, owing to (2.6),

i+l

k

d

vl + 2 ail|(=2)F ull? < 2¢0]|Vul . (2.18)
i=1

Summing (2.16) and 4; times (2.18), where §; > 0 is small enough, we obtain,
employing once more the interpolation inequality (2.9), a differential inequality of
the form JE 5

2 (7

W + C(E2 + HU||%]}<:+1(Q) + ”E”Q) < C/, c >0, (219)
where
By = By + 6| Vulf?

satisfies

Es > c(||u||§1k(9) +/ F(u)dz) — ¢, ¢> 0. (2.20)

Q
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In particular, it follows from (2.19)—(2.20) and Gronwall’s lemma that
()1 Frx () < e (luollzr o +/QF(U0) dz) +c", ¢ >0, t>0,  (2.21)
and

t+r ou
(llull? +l15- 1) ds
§ce_clt(\|u0||?qk(9) + /Q F(ug)dz)+c"(r), ¢ >0, t >0, (2.22)

r > 0 given.
Our aim is now to obtain higher-order estimates. To do so, we will distinguish
between the cases k£ > 2 and k = 1.

First case: k£ > 2

We multiply (2.1) by (—A)*u and find, owing to the interpolation inequality (2.9),
d E
(=) ull> + ellullFen ) < CIF@)P + ¢ ul?, ¢ > 0. (2.23)
We note that it follows from the continuity of f and the continuous embedding
H?(Q2) C C(Q) that
1f @) < Qllull r2(0y),

hence, owing to (2.21) (recall that k& > 2; also note that it follows from the continuity
of F' that | [, F(uo) dz| < Q(lluollz2(a)))s

1f(@)]* < e Qlluoll rry) + ¢/, ¢ >0, ¢ >0. (2.24)
We thus deduce from (2.21) and (2.23)—(2.24) that

d E o
@II(*A)QUH2 +cllullFae oy < € FQluollmr () + ¢, ¢, ¢ > 0. (2.25)
Summing (2.19) and (2.25), we have a differential inequality of the form
dEg 6u —c
o el [ ”E”Z) < e ' Q(luoll ary) + ¢, ¢ ¢ >0, (2.26)
where .
B3 = By +[|(-A) =l
satisfies
Es > c(||u||%pc(9) +/ F(u)dz) — ¢, ¢>0. (2.27)
Q
We then rewrite (2.1) as an elliptic equation, for ¢ > 0 fixed,
du k—1
P(—A)u:—aff(u), u=Au=..=A""u=0o0nT. (2.28)

We multiply (2.28) by (—A)*u and obtain, employing the interpolation inequality
(2.9)
ag

9
o (=) ull < e([lull* + II(%H2 +IF )],
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hence, in view of (2.21), (2.24) and standard elliptic regularity results,

8u !
[ C(Hallz +e " Q[luoll g (0y) + 1), ¢ > 0. (2.29)

We now differentiate (2.1) with respect to time to find

0 Ju ou N

EriTiny P(—A)E +f (U)E =0, (2.30)
ou Ou g 0u

E_Aé)t_m_A at—OonF, (2.31)
0

5 (0) = —P(=A)ug — f(uo). (2.32)

Note that, if ug € H?*(Q), then 24(0) € L?*(Q) and, owing to the continuous

embedding H?*(Q) c C(Q) and the continuity of f,

0
15 Ol < Qo2+ 0): (2.33)

Multiplying (2.30) by %‘;, we have, owing to (2.6) and the interpolation inequality
(2.9)
d Ou,q
S <
2122 < o
It then follows from (2.22), say, for r = 1, and the uniform Gronwall’s lemma (see,
e.g., [34]) that

ou
5 (2.34)

2
).

|2
ot

Noting that it follows from (2.33)—(2.34) that

O < e Qluollgrray) + ¢/, ¢>0, t > 1. (2.35)

ou

15
we finally deduce from (2.35)—(2.36) that

O < e Ql|uoll g2+ 0)), ¢ >0, >0, (2.36)

122D < e Qo o) + ¢ €0, 120, (2.37)

Having this, it follows from (2.29) and (2.37) that
(@)@ < Qo a2e(y) + s ¢ >0, £ 0. (2.38)

Remark 2.1. It also follows from the above that

lu@)ll 2 ) < e QUluollar (@) + ¢ ¢>0, t > 1. (2.39)

Second case: k=1

We take a; = 1 for simplicity. We again rewrite (2.1) as an elliptic equation, for

t > 0 fixed,
Ou
ot

—Au+ f(u)=——, u=0onT. (2.40)
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We multiply (2.40) by —Awu and obtain, employing (2.6) and standard elliptic

regularity results,

ou
[ullFr2q) < C(llallz + [ Vul?). (2.41)

Next, we differentiate (2.1) with respect to time to find

0 ou A ou ou

%ot a‘*‘f’(u)azov (2.42)
ou

i OonT, (2.43)
%(0) = Aug — f(uo) (244)

Note that, if ug € H?(£2), then %7;(0) € L?(Q2) and

1240)1 < Qo). (2.45)

Proceeding then exactly as above, i.e., multiplying (2.42) by %, we can prove that

ou e
15 O < e Qllwoll20)) + ¢, ¢ >0, £ >0, (2.46)
whence, owing to (2.21) (for kK =1) and (2.41),

Hu(t)HHQ(Q) < e_CtQ(HUOHHQ(Q)) + CI, c>0,t>0. (247)

Actually, there also holds, proceeding as above,

Hu(t)HHQ(Q) § eiCtQ(Huoﬂip(Q) +/ F(Uo) dl‘) + C/, c> O, t > 1. (248)
Q

2.3. The dissipative semigroup

We have the

Theorem 2.1. (i) We assume that ug € H*(Q), with Jo Fug) dz < 400 when
k =1. Then, (2.1)~(2.3) possesses a unique solution u such that, VI > 0, u(0) = uo,

uwe L®(RY; HA(Q)) N L2(0,T; H**(Q)),

ou
5 € L0, T; L*(Q))
and
k . .
() + 3 0~ 5, (~A)0) + (), )) = 0, o € C¥().
=1

(i) If we further assume that ug € H**(K), then

u € L®(RT; H?*(Q)).
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Proof. a) Existence:

The proof of existence is based on the a priori estimates derived in the previous
subsection and, e.g., a standard Galerkin scheme.
b) Uniqueness:

Let u; and us be two solutions with initial data ug; and wg 2, respectively. We
set u = uy — up and ug = up,1 — up,2 and have

O Pyt f(m) ~ [(u) =0, (2.49)
u=Au=.=A""ly=00nT, (2.50)
ult=0 = Uo- (2.51)

We multiply (2.49) by u and have, owing to (2.6) and the interpolation inequality

(2.9),

d
allﬂl\2 +cllullie ) < lull®, ¢ > 0. (2.52)

It thus follows from Gronwall’s lemma that

, >0, (2.53)

(ur = u2) ()] < e fluos — o2

hence the uniqueness, as well as the continuous dependence with respect to the
initial data in the L?-norm. O

It follows from Theorem 2.1 that we can define the semigroup S(t) : & — @,
ug — u(t), t > 0 (i.e., S(0) = I (identity operator) and S(t + 7) = S(t) o S(7), t,
7 >0), where ® = H?*(Q). Furthermore, S(t) is dissipative in ®, owing to (2.38)
and (2.47), in the sense that it possesses a bounded absorbing set By (i.e., VB C ®
bounded, Ity = to(B) > 0 such that t > t¢ = S(¢)B C By).

Actually, it follows from (2.53) that we can extend (by continuity and in a unique
way) S(t) to L?(Q). Furthermore, it follows from (2.15) that

d
%IIUII2 +elul? <, e>0, (2.54)
hence, owing to Gronwall’s lemma,
lu®)]| < e uo| +¢, ¢>0,t>0, (2.55)

i.e., S(t) is dissipative in L?(€2). It then follows from (2.15) and (2.55) that
t+r ,
/t ey ds < ce=Hug |2 + ¢ (r), & >0, 30, (2.56)

r > 0 given, so that, applying the uniform Gronwall’s lemma to (2.16), we have, for
r=1,
()| ey < ce”Hlug|l +¢”, ¢ >0, t > 1. (2.57)

This yields the existence of a bounded absorbing set B; which is compact in L?(£2)
and bounded in H*(Q); actually, it follows from (2.39) and (2.48) that we can take
B; bounded in H?¥(2). We thus deduce (see, e.g., [27] and [34]) the

Theorem 2.2. The semigroup S(t) possesses the global attractor A which is com-
pact in L*(2) and bounded in ®.
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Remark 2.2. (i) We recall that the global attractor A is the smallest (for the
inclusion) compact set of the phase space which is invariant by the flow (i.e., S(¢)A =
A, ¥t > 0) and attracts all bounded sets of initial data as time goes to infinity; it
thus appears as a suitable object in view of the study of the asymptotic behavior of
the system. We refer the reader to, e.g., [27] and [34] for more details and discussions
on this.

(ii) We can also prove, based on standard arguments (see, e.g., [27] and [34]) that
A has finite dimension, in the sense of covering dimensions such as the Hausdorff
and the fractal dimensions. The finite-dimensionality means, very roughly speak-
ing, that, even though the initial phase space has infinite dimension, the reduced
dynamics can be described by a finite number of parameters (we refer the interested
reader to, e.g., [27] and [34] for discussions on this subject).

3. The Cahn-Hilliard theory

We now consider the following initial and boundary value problem:

(—A)*l% + P(=A)u+ f(u) =0, (3.1)
v=Au=..=A""1lyu=0o0nT, (3.2)
u|t:0 = Ug. (3 3)

In particular, for £ = 1, we recover the classical Cahn-Hilliard equation; the case
k = 2 corresponds to sixth-order Cahn-Hilliard models.

We make here the same assumptions as in the previous section and we further
assume that f € C(R).

3.1. A priori estimates

First, repeating the same estimates as those leading to (2.19), we have a differential
inequality of the form

dE4 8u
o T Bl + g7 120 < ¢ e >0, (3-4)

where

k
Bi= Yo a8l +2 | Fu)do+ ful? s + dalul’
i=1 @
d2 > 0 being small enough, satisfies
E,> c(||u||§1k(9) +/QF(u) dz) —c, ¢>0. (3.5)
This yields that

nwm@mnstWWMmm+Amemmwma>mtzm (3.6)
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and
t+r ou
(lullzgsss ) + 157 121) ds
/t H1(Q) o 1-1
<ce™® t(\|u0||%k(g) + /Q F(up)dz)+c"(r), ¢ >0, t >0, (3.7)
r > 0 given.

We now again distinguish between the cases k > 2 and k£ = 1.

First case: k£ > 2

First, proceeding as in the previous section, we obtain an inequality of the form

dE5 ou e
o T (Bs + |[ull Fae ) + HEH%) < e 'Q([Juoll gr () + €', ¢, ¢ >0, (3.8)
where
Es = By + |[ull}n1 ()
satisfies

Es > c(||u||§1k(m +/QF(u) dz) —c, ¢>0. (3.9)

We then multiply (3.1) by fA% and find

d k it au
E(; ail|(=2) = ull®) + [ 57 I* < |Af (). (3.10)

Since f is of class C?, it follows from the continuous embedding H?(2) C C(Q2) that

[Af(W)]? < Qllullm2(e)), (3.11)
hence, owing to (3.6),
d b il g et /
%(; a;il[(=A) = ul|7) < e Q(l|uoll gr)) + ¢, ¢ > 0. (3.12)

It finally follows from the interpolation inequality (2.9), (3.7) (for r = 1), (3.12)
and the uniform Gronwall’s lemma that

||u(t)||Hk+1(Q) S e_CtQ(HuOHHk(Q)) + Cl, c> 0, t 2 1. (313)
Remark 3.1. Actually, owing again to (3.12), there holds
lu()]| ey < €™ Qluol mr+1(a)) + ¢, ¢ >0, ¢ 0. (3.14)

We now rewrite (3.1) as an elliptic equation, for ¢ > 0 fixed,
P(-A)u=—(-A)"'—= — f(u), u=Au=..=AFu=00onT, (3.15)

Multiplying (3.15) by (—A)*¥u, we have, employing the interpolation inequality
(2.9),
ak

d
o (=) ull* < e(lful® + | f()]* + H%II%L
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hence, since f and F' are continuous and owing to (3.6),

[ull 72 () < CtQ(IIUoIIm<n)+CH 2+ >0, t>0, (3.16)

Next, we differentiate (3.1) with respect to time to obtain

1 0 0u ou N
ou @ __ ak—10u
Fri A il A i OonT. (3.18)

Multiplying (3.17) by 2 %> we find, employing (2.6) and the interpolation inequality

(2.9),
d 6u||2 ou 5 ou 5

NS + ell 57 ey < NI, >0,
which yields, employlng the interpolation inequality
[v]1* < elloll-1[[Voll, v e Hq(€), (3.19)
the differential inequality
d , Ou
prien ol B || H2 (3.20)

It then follows from (3.7) (for r = 1), (3.20) and the uniform Gronwall’s lemma
that

0 /
15O < e (unley + [ Flun)da)+e', >0, 21 (321)
Q

We finally deduce from (3.16) and (3.21) that
u®) | 2r ) < e Qlluoll () + ¢, ¢ >0, t > 1. (3.22)

Remark 3.2. We further assume that f is of class C¥*1. Multiplying (3.1) by
(=A)k 2 we have

—1 3uH2 kt1 k=1 Ou

1 d k itk k+1
§£(Zail\(— ) Full?) + (-8)F —((=8)= f(u), (=8)= 5.));

k41

which yields, noting that ||(—=A)™= f

d k
a2l

It follows from the interpolation inequality (2.9) and (3.23) that

(u)|| < Q([Jul| gr+1(q)) and owing to (3.14),

A5 u|?) < e Q(luoll grire)) + ¢ €>0, >0 (3.23)

(@) r2r (@) < QUlluollr2r(0)), T € [0,1],
so that, owing to (3.22),

HU(t)”sz(Q) S €_CtQ(HUOHH2k(Q)) + C/, c > 0, t Z 0. (324)
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Second case: k=1

We now consider the initial and boundary value problem (for simplicity, we take

ay = 1)
10u
(=a)! 5 —Au+ f(u) =
u=0onT,
ult=0 = up.

Differentiating (3.25) with respect to time, we have

0 Ou ou ou
1~ Y= v / v
(A5 A W5 =0

%—Oonf

Multiplying (3.28) by 4 5S¢, we obtain, owing to (2.6),

1d, oOu

2 2
NI+ NI < col e

which yields, employing the interpolation inequality (3.19),

d Ou
priliw ||2 || H2

Let us assume that ug € H3(Q) N H}(Q). Then, noting that
(—8)7% 57(0) = —(=4)Fup — (=1)* f(uo),
we see that (—A)’%%(O) € L?(Q2) and
ou
Iz O)ll-1 < Qllwoll s (@))-
It thus follows from (3.30)—(3.31) and Gronwall’s lemma that

ou .
”E(t)”_l < e Qlluoll a3 qy), t > 0.

Rewriting then (3.25) as an elliptic equation, for ¢ > 0 fixed,

—Au+ f(u) = —(—A)_l%, u=0onT,

we find, multiplying (3.33) by —Au and employing (2.6),
*||AU||2 < col|Vul® + C|| ||2
We finally deduce from (3.6) (for £ = 1), (3.32) and (3.34) that

[u(t) || 20y < e“QUluoll 3 0)), t = 0.

(3.25)

(3.26)
(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)
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Actually, (3.35) is not satisfactory, in particular, in view of the study of at-
tractors, and we can do better, namely, we can prove that ug € H2(Q) N H}(Q)
suffices.

Indeed, multiplying (3.25) by —AZ%, we have

ot
2 u, 2
||A 17+ l5 17 < 1Af () (3.36)
which yields, proceeding as above,
d 2 2
ZlAul” < QUIAU[). (3.37)

We set y = ||Aul|? and consider the differential inequality

¥ < Q), y(0) = [[Augl. (3.38)
Let z be a solution to the ODE
2" =Q(2), 2(0) = y(0). (3-39)

It follows from the comparison principle that there exists Ty = To(|[uol|g2(0)) > 0
(say, belonging to (0, 1)) such that

y(t) < 2(t), t € [0, To], (3.40)

hence
[u®) 20 < QUluollr2(e)), t € [0,To]. (3.41)

Next, we multiply (3.28) by t2¢ 57 and obtain, proceeding as above,
(tll H2 ) < CtH ||2 + || ||2 (3.42)
It follows from (3.4) (for k = 1), (3.42) and Gronwall’s lemma that
|| (TO)H2 < Q([Juoll 2 (0))- (3.43)
Then, we deduce from (3.30) and Gronwall’s lemma (between Ty and ¢ > Tp) that
ou, 9 : ou
el < c(t—=To) || 22 2 >
12412, < e g2y, 12 T,

so that 5
U C
15 )12, < e Q(

Returning to the elliptic problem (3.33) and to (3.34), we now find

|uollm2(0)), t > To. (3.44)

()72 < e QUluolla2e), t > To,

hence, owing to (3.41),

u(®)||g2() < e”Q[uollm2(a)), t > 0. (3.45)
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We can note that the above estimate is not dissipative, as its right-hand side
goes to 400 as t goes to +0o. In order to have a dissipative estimate, we now
multiply (3.25) by —Auw, which gives, owing to (2.6),

Ld

5 el + 1 Aul? < ol Zul®.

This yields, owing to (3.4) (for k = 1),

1
/0 |Au|? ds < c(||u0||%,1(9) + /Q F(ug)dx) + . (3.46)

There thus exists T € (0,1) such that

1T gy < ellluollZs oy + / F(ug) dz) + ¢ (3.47)

Actually, repeating the above estimates (and employing, in particular, (3.45)), but
starting from ¢ = T instead of ¢ = 0, we obtain the smoothing property

(D)2 0y < QU120 + / F(up) dx). (3.48)

Repeating again the above estimates (leading to (3.48)), we find, for ¢t > 1,

[u®)lI 20y < QUIu(t = DI ) + /QF(U(t — 1)) du), (3.49)

where the function @) does not depend on ¢ (note indeed that (3.39) is an autonomous
ODE and that the function @ in (3.49) is thus the same as that in (3.48)). Employing
(3.4) (for k = 1), we finally deduce that

|u(®) | 2 0) < e_CtQ(HuOH?{l(Q) —|—/ F(ugp)dz)+ ¢, ¢>0, t >1, (3.50)
Q
hence a dissipative (and also smoothing) estimate.

3.2. The dissipative semigroup
We have the

Theorem 3.1. (i) We assume that ug € H*(Q), with Jo F(ug) dz < 400 when
k =1. Then, (3.1)—(3.3) possesses a unique solution u such that, VT > 0, u(0) = uo,

ue LR H*(Q)) N L2(0,T; H*(Q)),

ou
— e L*0,T; H Y
€ L0, T H7H(Q)
and
d k
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(ii) If we further assume that ug € H*1(Q), then
u e L®(RY; H1(Q)).

(ii) If we further assume that f is of class C**' and ug € H?*(Q), then
ue L=(RY; H?*(Q)).

The proof of Theorem 3.1 is very similar to that of Theorem 2.1; we just mention
that, in order to prove the continuous dependence (with respect to the initial data;
in the H~!-norm here), we need to use the interpolation inequality (3.19).

Proceeding again as in the previous section, we also have the

Theorem 3.2. The corresponding semigroup S(t) possesses the global attractor A
which is compact in H=1(Q2) and bounded in ®, where ® = H?**(Q).

Remark 3.3. Actually, the Cahn-Hilliard equation usually is associated with Neu-
mann boundary conditions. In the case of the higher-order Cahn-Hilliard equation
(1.6), these read
ou 0Au ONFy
o v T Ov
where v denotes the unit outer normal vector. Integrating (1.6) over 2, we note
that we have the conservation of mass,

=0onT,

(u(t)) = (uo), t >0, (3.51)

where, for v € L1(Q2), (v) = ﬁ(ﬂ) Jo vdx. We then rewrite (1.6) in the equivalent
form 9
_,0u
(=8)7 5 + P(=A)u+ f(u) = (f(w) =0, (3.52)

where, here, (—A)~1 is associated with Neumann boundary conditions and acts on
functions with null spatial average. In particular,

v ([(~A) 757 + (v)?)*

is a norm on H~1(Q) = H'(Q2)’ which is equivalent to the usual H~!-norm, where
v = v—(v) and being understood that, for v € H=1(Q), (v) = \/O%(Q)@, Da-10),H (Q)-
We further consider the spaces

m—2

du  9Au ATy
"ov ov T v

(we agree that H'(Q) = H'(Q)), and note that

H™(Q) = {ve H™(Q) =0onTl}, meN, m>2

v ([(-A) E5)% + (v)?)*

is a norm on H ™(€)) which is equivalent to the usual H™-norm. We can then derive
a priori estimates which are similar to those obtained in the previous subsection. To
do so, in view of the mass conservation (3.51), we assume that [{ug)| < M, M >0
given. Furthermore, the most delicate step is to multiply (3.52) by @ = u — {ug)
and deal with the nonlinear terms. This is done by replacing (2.7) by

f(8)(s=7) = c(V)F(s) = (), e(y) >0, '(7) 20, seR, yER,  (3.53)
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where the constants c(y) and ¢/() depend continuously on . Note that this as-
sumption is satisfied by the usual cubic nonlinear term f(s) = s> —s. The other
estimates are obtained by proceeding as in the previous subsection. Note however
that the constants depend in general on M. Furthermore, in order to have compact
attractors, we have to work on subspaces of the phase space on which [(ug)| < M
(see, e.g., [34] in the case of the classical Cahn-Hilliard equation).
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