IMPROVING THE COMPLEXITY OF CHAOTIC SEQUENCE BASED ON THE PCA ALGORITHM
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Abstract  The principal component analysis (PCA) is an effective statistical analysis method in statistical data analysis, feature extraction and data compression. The method simplifies multiple related variables into a linear combination of several irrelevant variables, through the less-comprehensive index as far as possible to replace many of the original data, and can reflect the information provided by the original data. This paper studies the signal feature extraction algorithm based on PCA, and extracts sequences’ feature which generated by Logistic mapping. Then we measured the complexity of the reconstructed chaotic sequences by the permutation entropy algorithm. The testing results show that the complexity of the reconstruction sequences is significantly higher than the original sequences.
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1. Introduction

Chaos, as a classical complex phenomenon of nonlinear dynamic systems, has attracted widespread attention for its broadband, noise-like, and sensitive features. In recent years, with more research on chaos, chaos has replaced the traditional pseudo-random sequence in many commercial and spread-spectrum communication systems [4,10]. The encryption method of a password system based on chaos is simple, fast, easy to be realized. The relationship between cryptograph, plaintext and key is very complicated and any change of plaintext or key will cause great changes in encrypted files, which makes an encryption system has higher security [16].

Chaos of the nonlinear dynamic systems has the geometric and statistical features that deterministic movements usually do not have, such as local instability and overall stability, strange attractor, continuous power spectrum, positive Lyapunov index, fractal dimension, positive measure entropy, and so on. To sum up, chaos has the following three main qualitative characteristics [17]: Inherent randomness, Fractal dimension characteristics, Universality.

The complexity of the data sequences is not only a similarity degree of measurement between chaotic pseudo-random sequence and random sequence, but also a
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The PCA algorithm is described as follows:
Set \( X = [x_1, x_2, \ldots, x_p]^T \) which is a \( p \)-dimensional random vector. If the mean of \( X \) is 0, and the covariance matrix is \( C \), the PCA method is to put the \( p \) random variables integrated into \( m \) new variables \( y_1, y_2, \ldots, y_m \), i.e.

\[
\begin{align*}
    y_1 &= a_{11}x_1 + a_{12}x_2 + \ldots + a_{1p}x_p, \\
    y_2 &= a_{21}x_1 + a_{22}x_2 + \ldots + a_{2p}x_p, \\
    & \vdots \\
    y_m &= a_{m1}x_1 + a_{m2}x_2 + \ldots + a_{mp}x_p.
\end{align*}
\]

Denote it by \( Y = AX \), where

\[
A = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1p} \\
    a_{21} & a_{22} & \cdots & a_{2p} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m1} & a_{m2} & \cdots & a_{mp}
\end{bmatrix} = \begin{bmatrix}
    a'_1 \\
    a'_2 \\
    \vdots \\
    a'_m
\end{bmatrix}
\]  

(2.1)

The coefficient’s selection principles of transform matrix \( A \) are as follows:
1. The \( y_1 \) and \( y_2 \) \((i \neq j, i, j = 1, 2, \ldots)\) are unrelated;
2. \( y_1 \) is the largest variance in the linear combination of \( x_1, x_2, \ldots, x_p \), even the \( a'_1X \) has the maximum variance; \( y_2 \) has no relation to \( y_1 \), and is the second largest variance in the linear combination of \( x_1, x_2, \ldots, x_p \); \( y_m \) is the \( m \)th largest variance in the linear combination of \( x_1, x_2, \ldots, x_p \), and has no relation to the others. The \( y_m \) is called the \( m \)th principal component of the original random variables \( x_1, x_2, \ldots, x_p \).

According to the above, we get the new variable \( y_1 \) by transforming the random variable \( X \),

\[
Var(y_1) = Var(a'_1X) = E(a'_1X - Ea'_1X)(a'_1X - Ea'_1X)' = a'_1'E(X - EX)(X - EX)'a_1 = a'_1Ca_1,
\]

(2.3)

where \( C \) is the covariance matrix of \( X \).

The method for solving the first principal component \( y_1 \) is seeking the vector \( a_1 \) under the condition of \( a'_1a_1 = 1 \), such that

\[
Var(y_1) = Var(a'_1X) = a'_1Ca_1
\]

(2.4)

is maximum. For the random vector \( X \), set its covariance matrix is \( C \) be

\[
C_x = E\{(x_i - \mu_x)(x_i - \mu_x)^T\} = \frac{1}{n} \sum_{i=1}^{n} [(x_i - \mu_x)(x_i - \mu_x)^T]. 
\]

(2.5)

We use \( c_{ij} \) to denote the component of \( C \) which represents the covariance of \( x_i \) and \( x_j \). The changes of components are the deviation degree to its average. If the two components \( x_i \) and \( x_j \) are uncorrelated, then their covariance is zero, namely \( c_{ij} = c_{ji} = 0 \).

We suppose the \( p \) characteristic values of \( C \) are \( \lambda_1, \lambda_2, \ldots, \lambda_p \) and \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_p \geq 0 \) (because \( C \) is nonnegative), and its corresponding orthonormal characteristic
vector are $u_1, u_2, \ldots, u_p$. We can see that $C$ is a symmetric matrix according to the nature of the covariance matrix. We can find its orthogonal basis by calculating its eigenvalues and eigenvectors. So, there is an orthogonal array $U = (u_1, u_2, \ldots, u_p)^T$, where $u_i = (u_{i1}, u_{i2}, \ldots, u_{ip})^T$.

$$C = U \begin{pmatrix} \lambda_1 & & \\ & \ddots & \\ & & \lambda_p \end{pmatrix} U^T = \sum_{i=1}^{p} \lambda_i u_i u_i^T. \quad (2.6)$$

If the vector $\alpha$ is the unit vector of $p$ dimension, namely $\alpha = (\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1p})^T$, then

$$\alpha^T C \alpha = \sum_{i=1}^{p} \lambda_i (\alpha^T u_i)^2 \leq \lambda_1 \sum_{i=1}^{p} (\alpha^T u_i)^2 = \lambda_1 \alpha^T U U^T \alpha = \lambda_1 \quad (2.7)$$

Because $\lambda_1$ is the maximum eigenvalue of $C$, so

$$\alpha^T C \alpha = \lambda_1 \sum_{i=1}^{p} (\alpha^T u_i)^2 \leq \lambda_1 \sum_{i=1}^{p} (\alpha^T u_i)^2$$

i.e.

$$\text{Var}(a_1^T X) = a_1^T C a_1 \leq \lambda_1. \quad (2.9)$$

When the vector $\alpha = u_i$,

$$u_i^T C u_1 = u_i^T \left( \sum_{i=1}^{p} \lambda_1 u_i u_i^T \right) u_1 = \lambda_1 (u_i^T u_1)^2 = \lambda_1. \quad (2.10)$$

As a result, we select vector $\alpha$ as the corresponding orthonormal characteristic vector $u_1$ of the largest eigenvalue $\lambda_1$ of $C$, which makes the variance of $\alpha^T X = u_1^T X$ be maximum. The maximum value is $\lambda_1$, thus

$$y_1 = u_1 X = (u_{11}, u_{21}, \ldots, u_{p1}) \begin{pmatrix} x_1 \\ \cdots \\ x_p \end{pmatrix}. \quad (2.11)$$

So, $y_1$ is the first principal component for the random vector $X$. Similarly, the other principal components can be calculated in turn, and calculation steps are shown as follows: for $i = 2, 3, \ldots, p$,

$$\text{Var}(u_i^T X) = u_i^T C u_i$$

$$= \sum_{i=1}^{p} u_i^T \lambda_j u_j u_j^T u_i$$

$$= \lambda_i (u_i^T u_i)^2$$

$$= \lambda_i. \quad (2.12)$$
When \( i \neq j \),
\[
\text{Cov}(u_i^T X, u_j^T X) = u_i^T C u_j \\
= u_i^T (\sum_{k=1}^{p} \lambda_k u_k u_k^T) u_j \\
= \sum_{k=1}^{p} \lambda_k (u_i^T u_k)(u_k^T u_j) \\
= 0.
\]
\[
(2.13)
\]

We know that \( u_1^T X \) is irrelevant to \( u_2^T X \) and is biggest variance in all linear combinations of \( x_1, x_2, \ldots, x_p \) since \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_p \). Similarly, \( u_m^T X \) is irrelevant to \( u_1^T X, u_2^T X, \ldots, u_{m-1}^T X \) and is the biggest variance in all linear combinations of \( x_1, x_2, \ldots, x_p \). We set
\[
y_2 = u_2 X, \\
y_3 = u_3 X, \\
\vdots \\
y_p = u_p X.
\]
\[
(2.14)
\]

We call \( y_i \) the \( i \)-th principal component, and \( y_1, y_2, \ldots, y_p \) are unrelated each other. In practice, we often not take all principal components, but only take the first \( m \) (\( m < p \)) principal components. The selection of \( m \) often is according to the contribution rate which we had set. The contribution rate is given by
\[
g = \frac{\sum_{i=1}^{m} \lambda_i}{\sum_{i=1}^{p} \lambda_i}.
\]
\[
(2.15)
\]

Here, \( g \) is the contribution rate, generally 0.9 or higher.

As a result, the original \( p \) variables are converted to \( m \), which can be accurate enough to describe the original information, where the loss of information is not much, but we can get rid of overlapping information.

The \( \mu \) is the average of raw data \( X \). If \( M \) is a new matrix containing the eigenvalues of the covariance matrix of the raw data, and the mean of data and the covariance matrix had been calculated, then \( y_i \) can be obtained by
\[
y_i = M(x_i - \mu_x).
\]
\[
(2.16)
\]

This \( y_i \) is a point in the orthogonal system, defined by the feature vector. The component \( y \) can be seen as a shift of orthogonal basis. According to the properties of the orthogonal matrix, that is \( A^{-1} = A^T \), the source data \( x \) can be reconstruct by \( y \):
\[
x_i = M^T(y_i + \mu_x).
\]
\[
(2.17)
\]

Thus, the original vector \( x \) in another axis can be solved by the orthogonal basis.

3. The PE algorithm

PE algorithm is based on the complexity of Kolmogorov, by using the concept of information entropy, to calculate the complexity of data sequences. The algorithm
uses multidimensional reconstitution space similarity to measure the complexity of
the entire sequences, and analyze all the similar characteristics of the embedded
dimension $1$.

For chaotic sequences, the algorithm is described as follows:

1. Given a discrete-time sequence of length $n$, \( \{x_i, i = 1, 2, \ldots, N\} \), generated
   by the system equations iteratively, reconstruct a phase space to \( \{x_i\} \), and get the
   sequence of reconstruction:

\[
X(i) = [x(i), x(i + \tau), \ldots, x(i + (p - 1)\tau)], \quad 1 \leq i \leq N - p + 1,
\]

where $p$ and $\tau$ are embedding dimension and delay time, respectively. Using maximum
overlapping situation here, set $\tau = 1$, that is, move back a data point to each
subsequence to get a child sequence.

2. The $p$th reconstructed components \( [x(i), x(i + \tau), \ldots, x(i + (p - 1)\tau)] \) of
   \( X(i) \) are arranged in ascending order, giving the relation:

\[
[x(i + j_1 - 1)\tau) \leq x(i + j_2 - 1)\tau) \leq \ldots \leq x(i + j_p - 1)\tau)], \quad 1 \leq j \leq N - p + 1. \tag{3.2}
\]

If any two values $x(i)$ of the sequence are equal, according to the size of the $j$
values to sort, we can get a set of symbol sequences by an arbitrary vector $X_i$:

\[
A(g) = [j_1, j_2, \ldots, j_p], \quad 1 \leq g \leq N - p + 1. \tag{3.3}
\]

3. There are $p!$ arrangements for $p$ different symbols, that is, a total of $p!$
different symbol sequences, in which symbol sequence $A(g)$ is one of them. To
arrange all of the same symbol sequence $A(g)$ as a group, there are a total of $k$
group different symbol sequences in the $N - p + 1$ group sequences. The number
of each group of sequences are $Num_1, Num_2, \ldots, Num_k$ respectively. Calculate the
probability $P_1, P_2, \ldots, P_k$ of each symbol sequence:

\[
P_k = \frac{Num_k}{N - p + 1}. \tag{3.4}
\]

4. According to the form of Shannon entropy, the PE of $k$ different symbol
   sequences for the time sequence \( \{x_i\}, i = 1, 2, \ldots, n \), can be defined as:

\[
H(p) = -\sum_{i=1}^{k} P_k \ln P_k. \tag{3.5}
\]

5. Theoretically, when $P_k = 1/p!$, $H(p)$ reaches a maximum value of $\ln(p!)$ .
   Actually $H(p) \leq \ln(N - p + 1)$ according to the literature [8]. For convenience,
   standardizing $H(p)$ by using $\ln(N - p + 1)$:

\[
0 \leq h(p) = \frac{H(p)}{\ln(N - p + 1)} \leq 1. \tag{3.6}
\]

The general steps for calculating the PE of a chaotic pseudo-random sequence
are similar to the steps mentioned above. The difference is that the chaotic sequence
should be quantized into a chaotic pseudo-random sequence in the first step (1).
Then, reconstruct the chaotic pseudo-random sequence. In step (2), we don’t need
to sort to the reconstructed sequence, since the size of the chaotic pseudo-random
sequence itself has a certain relationship, so just need to calculate the number of the same sequence numbers $Nume_k$, and then go directly to step (3).

Obviously, the changes of $H(p)$ reflects the randonicity of the original sequence. The value of $H(p)$ is smaller means the complexity of the sequences is smaller, and it works the other way as well. Ref. [13,14] discussed the validity of the calculation for length $N$ of a sequence and the value of $p$. If the value of $N$ is too small, it would lose its statistical significance. Generally, $1000 \leq N \leq 10000; 3 \leq p \leq 15$. Compared with other algorithms, the PE algorithm has many good characteristics such as clear conception, quick calculation, etc.

4. Generated chaotic sequences

4.1. The Logistic map

The Logistic map is given by:

$$x_{n+1} = \mu x_n (1 - x_n), 0 \leq x \leq 1, 0 < \mu \leq 4.$$  \hspace{1cm} (4.1)

Figure 1 displays the sequence diagram of the Logistic map, where iteration and initial values respectively are 1024 and 0.3. Figure 2 displays the Lyapunov exponent' trend of the Logistic map with the change of parameter $\mu$.

![Figure 1. Sequence diagram of the Logistic map](image1)

![Figure 2. Lyapunov exponent of the Logistic map as a function of parameter $\mu$](image2)

We got a sequence with length of 3072 generated by the Logistic map. The sequence is transformed into a $64 \times 48$ matrix through phase space reconstruction. Then, we extracted features to the matrix, where the selection of contribution rate is more than 90% for the first 35 principal components, according to each component contribution rate. After that, we reconstructed the sequences. The diagram of the first 35 principal components contribution rates and the sequence chart of reconstruct sequence are shown in Figure 3, Figure 4, respectively. We can see from Figure 4, that the refactoring sequence extracted from the original chaotic sequence retains the sensitivity and uncertainty of the original sequence.

Next, we test the complexity of the two sequences by using the PE algorithm. The complexities of the two kinds of sequence test results are shown in Figure 5.

We can see from Figure 5, that the complexity of the reconstructed chaotic sequence is significantly higher than the original. In the same way, we take the sequences with lengths of 5000 and 10000 points respectively to test the complexity.
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Figure 3. The first 35 principal component contribution rate

Figure 4. Sequence diagram of the refactoring sequence

Figure 5. The complexity of the two kinds of sequences

We can see from Figure 5, that the complexity of the reconstructed chaotic sequence is significantly higher than the original. In the same way, we take the sequences with lengths of 5000 and 10000 points respectively to test the complexity of the original sequence and the sequence of reconstruction. The test results are shown in Figure 6 and Figure 7, respectively.

We can see from Figure 6 and Figure 7 that the complexity of the reconstructed sequence is higher than that of the original chaotic sequence, namely the randomness of the reconstructed sequence is stronger. It is more suitable to apply chaotic sequences in information security and secure communications. The main reason is that the PCA converts multiple variables into a few variables based on statistical analysis of data. In the study of multivariate data, due to the number of many variables, which have a certain relationship each other, there exists information overlap to a certain extent. PCA is through a dimension reduction method to simplify the data from several variables to find fewer variables, these new variables as maximum as possible to reflect the information of the original variables, and the new variables are unrelated to each other.

We finally tested the correlation of the original sequence and the reconstructed
sequence, with the test results shown in Figure 8 and Figure 9.

We can see from the graphs that the correlation of reconstructed sequences is better than the original sequence. It is mainly due to the following three aspects of the role of PCA for dimension reduction:

(1) After dimension reduction, all of the principal components become orthogonal to each other, which form an orthogonal basis of the data space, and therefore has no redundant information;

(2) The order of the principal component is according to the variances in descending order, which is always the main component of the maximum variance first appeared in the resulting sequence;

(3) Small variance contributions in the component of the principal components were deleted, usually by ignoring components mainly containing noise. The data dimension reduction is the most important, benefiting noise reduction. Usually, the first several principal components’ variances will be more than the sum of the original data with 90% of the total variance, so the PCA can reduce the dimensions of the variables without significant loss of information. After PCA dimension reduction, multidimensional data will transform from a high-dimension space to a low-dimension space, which not only reduce the amount of calculation, but also reveal the original data features.
5. Conclusion

PCA is an effective method in the statistical analysis of data, and it is widely used in signal processing and neural network calculation. It is the best transformation in data compression in the sense of minimum mean square error, decreasing relevance and highlighting the role of difference. This paper applies a feature extraction algorithm based on PCA to the classic Logistic chaotic map for signal feature extraction, and apply the PE algorithm to test the complexity of the data sequences. Through simulation experiment, we can see that by using the PCA to reconstruct the sequences, the complexity has been greatly improved. This shows that the refactored sequence has better randomness, therefore is more suitable for the application of chaotic sequences in information security and secure communications.
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